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Training Large Models



A brief history

• Pre 2012: Small CPU-only models, convex 
optimization, limited performance 

• 2012-2018: Single GPU models, better 
non-convex optimizers, better 
architectures 

• 2019-2022: Multi-GPU models, multi-
dataset models 

• 2023-: Frontier models, internet-scale 
datasets

[1] https://towardsdatascience.com/understand-convexity-in-optimization-db87653bf920 
[2] Alex Krizhevsky, Learning Multiple Layers of Features from Tiny Images, 2009 
[3] https://www.pcmag.com/news/cpu-showdown-intel-core-i3-vs-i5

CPUs [3]

Convex Optimization [1] CIFAR10 Dataset [2]

[1] Sumit Saha, A Comprehensive Guide to Convolutional Neural Networks, 2018 
[2] Jia Deng et al., ImageNet: A large-scale hierarchical image database, 2009 
[3] https://www.nvidia.com/en-us/geforce/news/nvidia-geforce-gtx-1080-ti/

A CNN to classify handwritten digits [1] ImageNet images [2]

GTX 1080 GPU [3]

LAION 5B Dataset [2]

[1] Ashish Vaswani et al., Attention is all you need, 2017. 
[2] Ludwig Schmidt et al., Laion-5b. 2022. 
[3] TACC, https://tacc.utexas.edu/systems/lonestar6/

Lonestar6 system at TACC [3]

Transformer 
Architecture [1]

Meta’s AI Cluster [3]

Petabytes of Web Archive [2]

[1] Ashish Vaswani et al., Attention is all you need, 2017. 
[2] Common Crawl. https://commoncrawl.org/. 
[3] Meta, Introducing the AI Research SuperCluster — Meta’s cutting-edge AI supercomputer for AI research, 2022

Transformer 
Architecture [1]

https://towardsdatascience.com/understand-convexity-in-optimization-db87653bf920
https://www.pcmag.com/news/cpu-showdown-intel-core-i3-vs-i5
https://tacc.utexas.edu/systems/lonestar6/


Pre 2012

• Hand engineered features 

• Small datasets 

• Mostly convex optimization 

• Resource Limitations: 

• Time: Human engineering 

• CPU compute

[1] https://towardsdatascience.com/understand-convexity-in-optimization-db87653bf920 
[2] Alex Krizhevsky, Learning Multiple Layers of Features from Tiny Images, 2009 
[3] https://www.pcmag.com/news/cpu-showdown-intel-core-i3-vs-i5

CPUs [3]

Convex Optimization [1] CIFAR10 Dataset [2]

https://towardsdatascience.com/understand-convexity-in-optimization-db87653bf920
https://www.pcmag.com/news/cpu-showdown-intel-core-i3-vs-i5


2012-2018

• GPU-based deep networks 

• human engineering -> GPU compute  

• Proliferation of large datasets 

• Better optimization, network structures 

• Resource Limitations 

• GPU compute 

• Good ideas
[1] Sumit Saha, A Comprehensive Guide to Convolutional Neural Networks, 2018 
[2] Jia Deng et al., ImageNet: A large-scale hierarchical image database, 2009 
[3] https://www.nvidia.com/en-us/geforce/news/nvidia-geforce-gtx-1080-ti/

A CNN to classify handwritten digits [1] ImageNet images [2]

GTX 1080 GPU [3]



2019-2022

• Multi-GPU models 

• Multi-dataset models 

• Attention-based models 

• Resource Limitations 

• GPU compute + memory 

• Good ideas

LAION 5B Dataset [2]

[1] Ashish Vaswani et al., Attention is all you need, 2017. 
[2] Ludwig Schmidt et al., Laion-5b. 2022. 
[3] TACC, https://tacc.utexas.edu/systems/lonestar6/

Lonestar6 system at TACC [3]

Transformer 
Architecture [1]

https://tacc.utexas.edu/systems/lonestar6/


2023-

• Massive models (8B-400B parameters) 

• Multi-Node training 

• Internet-scale data 

• Most basic architectures and 
infrastructure explored 

• Resource Limitation 

• GPU memory

Meta’s AI Cluster [3]

Petabytes of Web Archive [2]

[1] Ashish Vaswani et al., Attention is all you need, 2017. 
[2] Common Crawl. https://commoncrawl.org/. 
[3] Meta, Introducing the AI Research SuperCluster — Meta’s cutting-edge AI supercomputer for AI research, 2022

Transformer 
Architecture [1]
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Training large models

• Mostly a systems issue 

• GPU memory is expensive and limited 

• Models are large 

• Larger models empirically work much 
better

[1] Llama Team, The Llama 3 Herd of Models, 2024 
[2] Dan Hendrycks, et al. Measuring massive multitask language understanding, 2020



Figure 1 Illustration of the overall architecture and training of Llama 3. Llama 3 is a Transformer language model trained to
predict the next token of a textual sequence. See text for details.

self-supervised approach that masks out parts of the speech inputs and tries to reconstruct the masked
out parts via a discrete-token representation. As a result, the model learns the structure of speech
signals. See Section 7 for details on the image encoder and Section 8 for details on the speech encoder.

• Vision adapter training. We train an adapter that integrates the pre-trained image encoder into the
pre-trained language model. The adapter consists of a series of cross-attention layers that feed image-
encoder representations into the language model. The adapter is trained on text-image pairs. This
aligns the image representations with the language representations. During adapter training, we also
update the parameters of the image encoder but we intentionally do not update the language-model
parameters. We also train a video adapter on top of the image adapter on paired video-text data. This
enables the model to aggregate information across frames. See Section 7 for details.

• Speech adapter training. Finally, we integrate the speech encoder into the model via an adapter that
converts speech encodings into token representations that can be fed directly into the finetuned language
model. The parameters of the adapter and encoder are jointly updated in a supervised finetuning stage
to enable high-quality speech understanding. We do not change the language model during speech
adapter training. We also integrate a text-to-speech system. See Section 8 for details.

Our multimodal experiments lead to models that can recognize the content of images and videos, and support
interaction via a speech interface. These models are still under development and not yet ready for release.

3 Pre-Training

Language model pre-training involves: (1) the curation and filtering of a large-scale training corpus, (2) the
development of a model architecture and corresponding scaling laws for determining model size, (3) the
development of techniques for efficient pre-training at large scale, and (4) the development of a pre-training
recipe. We present each of these components separately below.

3.1 Pre-Training Data

We create our dataset for language model pre-training from a variety of data sources containing knowledge
until the end of 2023. We apply several de-duplication methods and data cleaning mechanisms on each data
source to obtain high-quality tokens. We remove domains that contain large amounts of personally identifiable
information (PII), and domains with known adult content.

3.1.1 Web Data Curation

Much of the data we utilize is obtained from the web and we describe our cleaning process below.

PII and safety filtering. Among other mitigations, we implement filters designed to remove data from websites
are likely to contain unsafe content or high volumes of PII, domains that have been ranked as harmful
according to a variety of Meta safety standards, and domains that are known to contain adult content.

4

Memory requirements

Training large models

• Without optimization: 

• Model parameters: N 

• Weights: N floats 

• Gradients: N floats 

• Momentum: N floats 

• 2nd momentum (ADAM): N floats 

• 16N bytes without counting activations

The Llama 3Herd ofModels
Llama Team, AI@Meta1
1A detailed contributor list can be found in the appendix of this paper.

Modern artificial intelligence (AI) systems are powered by foundation models. This paper presents a
new set of foundation models, called Llama 3. It is a herd of language models that natively support
multilinguality, coding, reasoning, and tool usage. Our largest model is a dense Transformer with
405B parameters and a context window of up to 128K tokens. This paper presents an extensive
empirical evaluation of Llama 3. We find that Llama 3 delivers comparable quality to leading language
models such as GPT-4 on a plethora of tasks. We publicly release Llama 3, including pre-trained and
post-trained versions of the 405B parameter language model and our Llama Guard 3 model for input
and output safety. The paper also presents the results of experiments in which we integrate image,
video, and speech capabilities into Llama 3 via a compositional approach. We observe this approach
performs competitively with the state-of-the-art on image, video, and speech recognition tasks. The
resulting models are not yet being broadly released as they are still under development.

Date: July 23, 2024
Website: https://llama.meta.com/

1 Introduction

Foundation models are general models of language, vision, speech, and/or other modalities that are designed
to support a large variety of AI tasks. They form the basis of many modern AI systems.

The development of modern foundation models consists of two main stages: (1) a pre-training stage in which
the model is trained at massive scale using straightforward tasks such as next-word prediction or captioning
and (2) a post-training stage in which the model is tuned to follow instructions, align with human preferences,
and improve specific capabilities (for example, coding and reasoning).

In this paper, we present a new set of foundation models for language, called Llama 3. The Llama 3 Herd
of models natively supports multilinguality, coding, reasoning, and tool usage. Our largest model is dense
Transformer with 405B parameters, processing information in a context window of up to 128K tokens. Each
member of the herd is listed in Table 1. All the results presented in this paper are for the Llama 3.1 models,
which we will refer to as Llama 3 throughout for brevity.

We believe there are three key levers in the development of high-quality foundation models: data, scale, and
managing complexity. We seek to optimize for these three levers in our development process:

• Data. Compared to prior versions of Llama (Touvron et al., 2023a,b), we improved both the quantity and
quality of the data we use for pre-training and post-training. These improvements include the development
of more careful pre-processing and curation pipelines for pre-training data and the development of more
rigorous quality assurance and filtering approaches for post-training data. We pre-train Llama 3 on a
corpus of about 15T multilingual tokens, compared to 1.8T tokens for Llama 2.

• Scale. We train a model at far larger scale than previous Llama models: our flagship language model was
pre-trained using 3.8⇥ 1025 FLOPs, almost 50⇥ more than the largest version of Llama 2. Specifically,
we pre-trained a flagship model with 405B trainable parameters on 15.6T text tokens. As expected per
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[1] Llama Team, The Llama 3 Herd of Models, 2024 
[2] NVIDIA, https://www.nvidia.com/en-us/data-center/h100/

https://www.nvidia.com/en-us/data-center/h100/


Memory requirements

Training large models

• Without optimization: 

• Model parameters: N 

• Weights: N floats 

• Gradients: N floats 

• Momentum: N floats 

• 2nd momentum (ADAM): N floats 

• 16N bytes without counting activations
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Training large models

• Mixed precision training 

• Distributed Training 

• Zero redundancy training 

• Low-rank adapters 

• Quantization 

• Quantized Low-rank adapters 

• Low-rank projections 

• Checkpointing 

• FlashAttention 

• Open-source Infrastructure for model training
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Training large models

• Teaser 

• Without optimizations 16N+ bytes 

• With all optimizations 1-2N bytes

[1] Llama Team, The Llama 3 Herd of Models, 2024 
[2] https://www.nvidia.com/en-us/geforce/news/nvidia-geforce-gtx-1080-ti/

Figure 1 Illustration of the overall architecture and training of Llama 3. Llama 3 is a Transformer language model trained to
predict the next token of a textual sequence. See text for details.

self-supervised approach that masks out parts of the speech inputs and tries to reconstruct the masked
out parts via a discrete-token representation. As a result, the model learns the structure of speech
signals. See Section 7 for details on the image encoder and Section 8 for details on the speech encoder.

• Vision adapter training. We train an adapter that integrates the pre-trained image encoder into the
pre-trained language model. The adapter consists of a series of cross-attention layers that feed image-
encoder representations into the language model. The adapter is trained on text-image pairs. This
aligns the image representations with the language representations. During adapter training, we also
update the parameters of the image encoder but we intentionally do not update the language-model
parameters. We also train a video adapter on top of the image adapter on paired video-text data. This
enables the model to aggregate information across frames. See Section 7 for details.

• Speech adapter training. Finally, we integrate the speech encoder into the model via an adapter that
converts speech encodings into token representations that can be fed directly into the finetuned language
model. The parameters of the adapter and encoder are jointly updated in a supervised finetuning stage
to enable high-quality speech understanding. We do not change the language model during speech
adapter training. We also integrate a text-to-speech system. See Section 8 for details.

Our multimodal experiments lead to models that can recognize the content of images and videos, and support
interaction via a speech interface. These models are still under development and not yet ready for release.

3 Pre-Training

Language model pre-training involves: (1) the curation and filtering of a large-scale training corpus, (2) the
development of a model architecture and corresponding scaling laws for determining model size, (3) the
development of techniques for efficient pre-training at large scale, and (4) the development of a pre-training
recipe. We present each of these components separately below.

3.1 Pre-Training Data

We create our dataset for language model pre-training from a variety of data sources containing knowledge
until the end of 2023. We apply several de-duplication methods and data cleaning mechanisms on each data
source to obtain high-quality tokens. We remove domains that contain large amounts of personally identifiable
information (PII), and domains with known adult content.

3.1.1 Web Data Curation

Much of the data we utilize is obtained from the web and we describe our cleaning process below.

PII and safety filtering. Among other mitigations, we implement filters designed to remove data from websites
are likely to contain unsafe content or high volumes of PII, domains that have been ranked as harmful
according to a variety of Meta safety standards, and domains that are known to contain adult content.
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1 Introduction

Foundation models are general models of language, vision, speech, and/or other modalities that are designed
to support a large variety of AI tasks. They form the basis of many modern AI systems.

The development of modern foundation models consists of two main stages: (1) a pre-training stage in which
the model is trained at massive scale using straightforward tasks such as next-word prediction or captioning
and (2) a post-training stage in which the model is tuned to follow instructions, align with human preferences,
and improve specific capabilities (for example, coding and reasoning).

In this paper, we present a new set of foundation models for language, called Llama 3. The Llama 3 Herd
of models natively supports multilinguality, coding, reasoning, and tool usage. Our largest model is dense
Transformer with 405B parameters, processing information in a context window of up to 128K tokens. Each
member of the herd is listed in Table 1. All the results presented in this paper are for the Llama 3.1 models,
which we will refer to as Llama 3 throughout for brevity.

We believe there are three key levers in the development of high-quality foundation models: data, scale, and
managing complexity. We seek to optimize for these three levers in our development process:

• Data. Compared to prior versions of Llama (Touvron et al., 2023a,b), we improved both the quantity and
quality of the data we use for pre-training and post-training. These improvements include the development
of more careful pre-processing and curation pipelines for pre-training data and the development of more
rigorous quality assurance and filtering approaches for post-training data. We pre-train Llama 3 on a
corpus of about 15T multilingual tokens, compared to 1.8T tokens for Llama 2.

• Scale. We train a model at far larger scale than previous Llama models: our flagship language model was
pre-trained using 3.8⇥ 1025 FLOPs, almost 50⇥ more than the largest version of Llama 2. Specifically,
we pre-trained a flagship model with 405B trainable parameters on 15.6T text tokens. As expected per
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