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Herret

- VLM with arbitrary visual grounding
- Region input and output

. Special box token

- Natural language coordinates

- Spatial aware Visual Sampler (Region
features)

- Region -> k point features

Input Referring Output Grounding

It is a ferret [box0].

5 i'.!u\ : - Cool, what is the animal [region1]?
£ BN N 4 ‘ Are they the same one?
s ] Qan 20 -

=% f‘yionfi‘
e X e S LA No, the animal [boxT7] is a ferret,
o , - £33 which is a different one from the
- one [box0]. They are not the same
ferret.

How to make the food [regionO]
@ with available ingredients?

To make a sandwich [box0] with available ingredients,
1. You can prepare the sandwiches by placing the
sliced turkey [box7] on one bread, and the sliced
cheese [box2] on another.

2. To assemble the sandwiches, press the two halves
of the sandwich together, and you can use the knife
[box3] or your hands [box4] to hold them together if
needed. Once you have a complete sandwich, you can
use the knife to cut it into quarters or halves, and serve
it on a plate [box5].

Hybrid Region Representation : Ferret Model ' _
Regior. Name + [Coordinates! + =feature~ | It’s a cat tail (8D, 550, 450 S20])
p A 7 . | [ Y —
. . . I - -~
| Large Language Model l
= - Free-form Sh | ,
i \ ree-iormona
Poin Rox (ﬂcet_cr,_s;ribble. pol?gemsj :
4‘9*“9 o | Fusi : [ Image Enzoder ] i }
‘ ‘ 2 Fusion _
::: R : I ‘ _ Spatial-Aware
{o:.”“' hCR . 7 o Poolingle g & | Visual Sampler
e - ¢« " |
__¥rput Points Sempled Points Sa;‘g:udul:gnts- ) | —
oy Wl TeIghbors L e | Embedding
| . . . .
|- Block1 — Block2 — projection | Whet's in region[[700, 500, 500, 900] <SPE3 2
Negon
iNES™  Spatial-Aware Visual Sampler Faatires | Image Input Text w/ references

Ferret: Refer and Ground Anything Anywhere at Any Granularity; You etal 2023



Herret

. Trained on

« GRIT (Ground-and-Refer Instruction-
Tuning Dataset)

« Public datasets

3 - Input p
Object: What is the class of object rOutput it's a corgh
Visual Genome | region0]? '
RefCOCOs Input ~Output : :
Flickr30k Where is the corgi? ] corgi [box0].
Relationship:  ("™P"' Canjoufioureost | output
] the geometric relation of
Visual Genome object [region?] and Box on the floor.
Y object [region?]? )

S Input ~ ~Output :
s Describe the area [region3] in In short, a dog sit near a sofa & a
Visual Genome short phrase. 2709 '

. .
Detail + _ Input Output__ .
Reasoning: Do you know when the object | | Jagifeition of T (Xl
regiond| was invented? p . .
GPT Generated data \ ' ) invented in the early 1920s. _
region2
. Input . ~Output
Rot_)ustne'ss. o Is ther tinthe > No, but there is a dog [box0] in
Spatial Negative Mining | 3 here acat mnemage: ) the image.

Task

Three randomly chosen examples from many.

What is the class of the object <location> within the image?
Classify object <location> in the image.
Identify the object <location> in the image.

Referring-Object

What does <object]l> <locationl> do to <object2> <location2> of the image?
What is the physical relation between <objectl > <locationl> and <object2> <location2>?
Can you figure out the geometric relation of the <object]> <locationl> and <object2> <location2>?

Referring-Relation

Describe the region <location> in a short phrase.
What is in the region <location>? Describe in a phrase.
Capture in a phrase: what’s near region <location> in the picture?

Referring-Region

Where is <object> in the image?
REC. What are the coordinates for the given <object> in the image?
Given the image, could you please tell me where is <object>

What are the locations of <objects>?
Could you provide me with the exact locations of <objects>?
Please indicate the positions of <objects> in the image?

Phrase Grounding

Detect all objects among <class> in the image.
Object Detection (0365) | Perform object detection given the image within <class>.
Given the image and set <class>, identify all the objects that belong to the set.

What is this photo about? Use concise language.

Grounded Captioning Describe the overall picture in just a few words.
What do you see happening in this image? Provide the answer in short.
Is there a <object> in the image?

Object Hallucination Are there <object> in the image?

Please tell me whether <object> exists in the image?

Objects
Object 0: chair at [0.596, 0.637, 0.698, 0.997].

Relationships

0bj25

obj7_curtains

yindows

Object 11 : frame — with — Object 9 : photo

Region Descriptions

Region Description at [0.560, 0.466, 0.600, 0.529] :
a white picture frame with a black and white photo on it.

Global Caption
White chairs sit around a polished wood dining table while
a sectional soft sits in the background.

Conversation
Question:
What is the object [0.212, 0.539, 0.718, 0.820] made of?

Answer:
The dining table over there is crafted from a tree trunk.

obj3_chrome leg
"

Question:
Where would be a good place to have my dinner? Point out the locations in image.

Answer:
I suggest having dinner at the table [0.214, 0.541, 0.720, 0.997], possibly sitting on the white chair [0.264, 0.717, 0.524, 0.995].
Also, enjoy the wine [0.242, 0.644, 0.288, 0.682].

Question:
In terms of comfort for resting, which object is better - the one [0.830, 0.431, 0.978, 0.596] or the one [0.264, 0.717, 0.524,
0.995]?

Answer:
Among the two, the couch located [0.830, 0.431, 0.978, 0.596] would be more comfortable for resting. The object [0.264, 0.717,
0.524, 0.995] is a dining chair, which is typically less comfortable for extended relaxation.

.........

Ferret: Refer and Ground Anything Anywhere at Any Granularity; You etal 2023



RefCOCO RefCOCO+ RefCOCOg || Flickr30k Entities

Models val testA testB | val testA testB | val test val test
-] ] MAT(ttNet (Yu et al., 2018) 76.40 80.43 69.28 |64.93 70.26 56.00 | 66.67 67.01 - -
OFA-L (Wang et al., 2022b) 79.96 83.67 76.39|68.29 76.00 61.75|67.57 67.58 - -
_I TransVG (Deng et al., 2021) 81.02 82.72 78.35[64.82 70.70 56.94|68.67 67.73 - 79.10
UNITER (Chen et al., 2020) 81.41 87.04 74.17 7590 81.45 66.70|74.02 68.67 — -
- VILLA (Gan et al., 2020) 82.39 87.48 74.84 |76.17 81.54 66.84|76.18 76.71

UniTAB (Yang et al., 2022) 86.32 88.84 80.61|78.70 83.22 69.48|79.96 79.97|78.76  79.58
MDETR (Kamath et al., 2021) 86.75 89.58 81.41|79.52 84.09 70.62 | 81.64 80.89 || 82.3*  83.8*

Shikra-7B (Chen et al., 2023b) 87.01 90.61 80.24 | 81.60 87.36 72.12|82.27 82.19|75.84  76.54

Ferret-7B 87.49 91.35 82.45|80.78 87.38 73.14 | 83.93 84.76 || 80.39  82.21
Shikra-13B (Chen et al., 2023b) 87.83 91.11 81.81|82.89 87.79 74.41|82.64 83.16| 77.41 78.44
Ferret-13B 89.48 92.41 84.36 | 82.81 88.14 75.17 | 85.83 86.34 | 81.13  84.76
LLaVA-Bench | Ferret-Bench
. Conversation Detail Complex Av Referring  Referring Grounding in Av
o G O O re S U tS O n p U | C O tO S etS Description Reasoning & Description Reasoning Conversation &
LLaVA® 85.4 68.3 92.1 819 | 414 31.7 28.8 34.0
Kosmos-2 71.7 63.4 74.9 70.0 51.8 33.7 48.4 44.6
Shikra-7B 80.6 70.7 88.1 79.9 46.0 41.6 50.1 459
Ferret-7B 84.4 79.4 96.3 86.7 68.7 67.3 57.5 64.5
Ferret-13B 85.2 80.9 96.4 87.5 70.6 68.7 59.7 66.3
.« Referring expression
- Grounding
Question:
[ I:e r ret - B e n C h What is the purpose of the object [region0] on the bike?

Ground Truth:
The object is a shock absorber on the bike.
Its purpose is to absorb or dampen shock impulses.
It does this by converting the kinetic energy of

. N . . the shock into another form of energy which is then
® Qefe r r | n g d eSC r | pt | O n Refe r r | n g dissipated. In the context of the motorcycle,

/ it is particularly useful in providing comfort and

stability for the rider, especially when travelling

reasoning, Grounding in Conversation

LLaVA:

A black and silver Kawasaki motorcycle which is likely used for transportation, commuting, leisure
rides, or long-distance travel.

Kosmos-2:

. Th(.e purpose of the object on the motorcycle is to store and protect the motorcycle’s fuel tank.
- 40 COCO images, LLaVA-style data-

The answer is leg.
Ferret (Ours):
g e n The object is a shock absorber. This component is essential for the bike’s stability, providing a

smoother ride by soaking up the impact from bumps and uneven surfaces. It significantly improves
the overall performance and comfort of the bike, enabling the rider to maintain control and stability
even on rough terrains.

Ferret: Refer and Ground Anything Anywhere at Any Granularity; You etal 2023



terret U

- VLM for Ul understanding

- LLaVA 1.5b-style multi-res

2 sub-images

. Different datasets

.« RICO

- Auto-labeled Ul detector

Ferret-Ul: Grounded Mobile Ul Understanding with Multimodal LLMs; You etal 2024

Elementary Tasks Advanced Tasks
Referring 7:47 - (22]] Conversation (perception + interaction)
widget classification, ,
X How do | open the Reminders
Classify the Ul type of the < Apple box4 scribbleO app?
widget [point0]. .
)
Remlnders You can open the Reminders app by ‘@
S y o tapping on the Open button [box0]. ‘;'@ :
Button ;tré.
@ @ | want to share the Reminders app 1
. . . . ?
Identify the icon type of the with my friend, what should | do
widget . .
~ You can share.the app by tapping ?"(::'{2,‘
;@ on the launch icon Ly
launch ) 3'@ 5
4 ‘ @ J\ How do | navigate to Games? ’
@ What text is displayed in the ’ 4.8 box3 | 4+
scribble0]? ivi . S
element [ 1 % % % %k % Years Old Productivity You can navigate to the Games tab ‘@
£ by tapping on the Games tab [box2]. ¢ '@ 4
Reminders NG =
Don't forget. Use reminders . 0 4 :
9 9:41 @ J\ Can my 15-year-old daughter
. List use this app?
Grounding < Lists
. . . - Q Search
find widget, , widget listin Toda )
9 ! 9 9 y Yes, the app is suitable for all ages as ‘flj;“r‘,
Morning indicated by the “4+" age rating [b0X3] '-;6'
@ l Where is the Open button? ’ Feedthe ¥ W @
bl . Detailed Description
aed Send out team's weekly progress ’
Open button [box0] ;“13, Reminders - 10:00 AM, Weekly #work @ b
¥ @ Please describe this screen in detail.
@i Where is the launch icon? ’ Altemeen o
il ; Completed . The screen is for a reminders application. At the top
f:naﬂhfe'ag‘g'enda for manthly teetiig ‘ left, there's a button labeled "Apple". The title of the
. f’ﬁ‘{ i + findings from data studh My Lists screen, "Reminders", is located in the upper middle part
launch icon V2> i und ‘»H,iy»\‘p ‘L(‘:‘m ::\“‘ o of the screen. There's a text below the title that reads )
. ) 4 4:00 PMitwork e N "Don't forget. Use reminders". ?(:;2‘
The screen is divided into several sections. The first "9 -
@ Where is the text “Reminders @ Groceries section, labeled "210k+", is located just below the title.
: I =y The second section, labeled "AGE", contains a text
Don't forget. Use reminders"? Tonight displaying “4+ Years Old" ...
%, Home &P I
. ' R Pick up soil for succulents tl. o romefrersona .
Reminders, Don't forget. Use 28 Reminders - 6:00 PM #gardening #home ) Trave Function Inference
reminders [box4] <) rave

@ Getting in Car

@ Please list all the Ul elements
on this screen.

| \ )

Ul widgets present in this screen include text
displaying “Reminders, Don't forget. Use
reminders” [box4], Open Button [box0], Launch
icon )

T What's the high-level function
ags of the screen?

All Tags #anytime #

The screen is the download page for a
AR box2 | & reminders application where you can set up B3
wf‘*"b S reminders for various tasks such as sending -&‘:;”,
W% Today Games Arcade Search X g
ﬁ@, out team's weekly progress, grocery 24

FERRET-Ul-anyres Model

shopping, traveling, and picking up kids.

Button
£ \oocof \[ 1\

Large Language Model

Projector ] ( Text Embeddings ) ( Visual Sampler )( Text Embeddings )

! !

%(
[

Image Encoder

f f

] Consider the widget| [770, 306, 928, 346] <region feature>, classify its type.

T < Apple
| | | ® Reminders
®
( Low Resolution Full Image ) C Sub-image 0 ) Sub-image 1 (=] o
4.8 44 b @
< - 7:47 Lo e W @ S D T
® Reminders < Apple o at © }c;av
[=] - o [Rominders . o s s
“““““ as -7 = ® e -y (-] 7
- o @ & © remocens
4.8 a+ 4 @
L1 <Today N

T resize & divide




Detections:
Text Shortcuts
Text Select +
Text All Shortcuts
TextField Search, microphone
Text Starter Shortcuts

Icon add
Button more, Text Last Image

Button more, Recognize Music

Button more, copy, Make GIF

Button layers, more, What's a, shortcut?
Icon book

Text Books >

Button book, Read Current, Play Current
Icon camera

Text Camera >

Tab Shortcuts

Tab Automation

Tab Gallery

WoNOURARWNRES

L
—

crret Ul

[ el e el el el
NOUBRWNRS

&

[1, 173, 334, 282]
[847, 179, 1139, 277]
[22, 297, 688, 430]
[28, 430, 1136, 580]
[35, 686, 646, 7861
[1051, 689, 1147, 785]
[49, 810, 577, 1180]

0—Text

< Shortcuts

2-Te

3 Shortcuts

ol T &E

[608, 814, 1131, 1178]
[48, 1216, 577, 1578]
[611, 1213, 1131, 1579]

Q Search

¢

[35, 1636, 148, 1749]
[148, 1644, 413, 1749]
[0, 1771, 1179, 2113]
[34, 2161, 152, 2278]
[152, 2171, 457, 2272]
[3, 2324, 385, 2476]

[385, 2324, 802, 2476]

[802, 2324, 1161, 2476] g‘//

Starter ShortcutsJ

7-Button

e

Widget Listing

Enumerate all Ul elements

on screen in order. “Search, micropho

“Starter Shortcuts” [box4], add Icon [box5], “more,

Q: List all Ul widgets in the screenshot.

A: Ul widgets present in this screen include Text
displaying “Shortcuts” [box0], Text displaying “Select
+" [box1], Text displaying “All Shortcuts” [box2],

'S

‘@

ne” TextField [box3], Text displaying

5-lcon

o

Text Last Image” Button [box6], ... What's a
Make GIF shortcut?
S A

Grounding tasks
Pinpoint desired areas

given requests. The Q: Locate the text “Camera”.

° E ‘ e m e r‘] tO ry tO S |<S location knowledge Find Text A: “Camera” [box14]

facilitates targeted

visual and interaction S
understanding. rm'm—
. . Q: Where is the Shortcuts Tab? @ [Camera >
Find Widget A: Shortcuts Tab [box15]

- Single round QA (grounded

1-Text!

- Advanced tasks

< Shortcuts

2-Text

II Shortcuts

Q Search

Select

4-Text

Starter Shortcuts_|

- Higher level reasoning

shortcut?
S

Camera > .

Shortcuts Automation Gallery

Ferret-Ul: Grounded Mobile Ul Understanding with Multimoda

e

Automation

<

Shortcuts

Gallery

normalized coordinates \

//';etections:

@ Text Shortcuts [0.001, 0.068, 0.283, 0.110]
1 Text Select + [0.718, 0.070, 0.966, 0.108]
2 Text All Shortcuts [0.019, 0.116, 0.584, 0.168]
3 TextField Search, microphone [0.024, 0.168, 0.964, 0.227]
4 Text Starter Shortcuts [0.030, 0.268, 0.548, 0.308]
5 Icon add [0.891, 0.270, 0.973, 0.307]
6 Button more, Text Last Image [0.042, 0.317, 0.489, 0.462]
7 Button more, Recognize Music [0.516, 0.318, 0.959, 0.461]
8 Button more, copy, Make GIF [0.041, 0.476, 0.489, 0.617]
9 Button layers, more, What's a, shortcut? [0.518, 0.475, 0.959, 0.618]
10 Icon book [0.030, 0.640, 0.126, 0.684]
11 Text Books > [0.126, 0.643, 0.350, 0.684]
12 Button book, Read Current, Play Current [0.000, 0.693, 1.000, 0.827]
13 Icon camera [0.029, 0.845, 0.129, 0.891]
14 Text Camera > [0.129, 0.849, 0.388, 0.889]
15 Tab Shortcuts [0.003, 0.909, 0.327, 0.969]
16 Tab Automation [0.327, 0.909, 0.680, 0.969]
Tab Gallery [0.680, 0.909, 0.985, 0

. 969
_/
//;Hared Prompt )

You are an AI visual assistance that can analyze mobile screens. You will
receive information describing a screen, where each UI widget detection
is represented using label, text, and bounding box coordinates separated
by tab. Detections are separated with a newline. Bounding box coordinates
are represented as (x1, yl, x2, y2) with floating numbers ranging from @
to 1. These values correspond to the top left x, top left y, bottom right

\\ff and bottom right y.

//;;sk Prompt

Using the provided texts and coordinates, design question and answer
pairs simulating the interactions between a user and system.
Conversations should focus on potential user actions on the screen (vs
perception). When creating conversations that refer to a specific widget,
append bounding box coordinates directly after mentioning the widget, not

at the end of the sentence. Only generate questions and answers that can
\\fé answered with given information, do not use background information. 4//

~

//;ne—shot example (For conversation tasks)
User: TextField search [0.019, 0.050, 0.909, 0.117]
Icon book [0.909, 0.067, 0.982, 0.109]

SegmentedControl FITNESS [0.017, 0.117, 0.278, 0.166] ..

Assistant: User: How do I search for a new product?
System: You can use the TextField [0.019, 0.050, 0.909, 0.117] to search.

\ J

Elementary tasks overview

For each image, all detections are used to generate
one widget listing sample.

For every Text detection, we generate one OCR
sample and one find text sample.

For every Icon detection, we generate one icol
recognition sample and one find icon sample

For every non-Text/Icon type detection, we generate
one widget classification sample and one find widget
sample.

Filtering applied to all tasks.

OCR

Q: What is the text written on this Ul element [box4]?
A: “Starter Shortcuts”

Widget Classification

Q: Classify the Ul type of the widget [box16]?
A: Tab

Referring tasks
Understand specific areas of a
screen. The semantic
knowledge is essential for
comprehensive visual
understanding of Ul screens.

Advanced tasks overview

« Bounding box coordinates in detections are normalized

« Concatenate shared prompt and task-specific prompt

« For conversation tasks, add on

« Provide detections, prompt, and example to GPT-4

» Post-process raw output and convert to Ferret-Ul format

Advanced tasks
Requires a deeper level of
comprehension than

( ) elementary tasks, as user intent
must be understood before
k Y, providing relevant visual,
location, or interactive
information.
( )
— _J

-

User:

I would like to create a new shortcut.
System: You can click on the “Select +" Text
[0.718, 0.070, 0.966, 0.108] to create a new
shortcut.

User: How do I search for a specific shortcut?
System: You can use the “Search” TextField

[0.024
screen

User:
System

0.168, 0.548, 0.308] at the top of the

I want to read some books.

Sure, you can go to Books by pressing

the “book, Read Current, Play Current" button
[0.000, 0.693, 1.000, 0.827] to get more about

books.

N\

| LLMs: You etal 2024




Public Benchmark Elementary Tasks Advanced Tasks
_ S2W WiC TaP Ref-i Ref-A Grd-i Grd-A iPhone Android
- Spotlight [30] 106.7 141.8 88.4 . - - - - -
Ferret [53] 17.6 1.2 46.2 13.3 13.9 8.6 12.9 20.0 20.7
- Ferret-Ul-base 113.4 142.0 78.4 80.5 82.4 79.4 83.5 73.4 80.5
Ferret-Ul-anyres 115.6 140.3 72.9 82.4 82.4 81.4 83.8 93.9 71.7

GPT-4V [1] 34.8 23.5 A7.6 61.3 37.7 70.3 4.7  114.3 128.2

. Mixed results

« Public benchmarks (screen2word,
widget captions, taperception [can
you interact))

- Elementary tasks (VQA / grounding)

- Advanced Tasks (interactions)

Ferret-Ul: Grounded Mobile Ul Understanding with Multimodal LLMs; You etal 2024



Benchmark

Referring:
O What word is shown in area [region0]? Perfo rmance:
Ferret .§
The region shows the word g SAbﬁe’e’ . 62698 -
@ “ABTO” g (b
T o i 92.8
The word “Great”is displayed : Refcoco [ 87.5
in the area. g >
—I @ b} § 87.4
- \N/ J e T= g RerC0C 0 N 50.8
Grounding: 3
© 89.4
- Is there any stuff in the image to RefCOCOg I 83.9
@ help people cool down in summer? yrA ABT . ‘
‘ 75.6
—@f" i~y el Feret
Ferret G reat‘ = m Wl L Bench 64.5
81.5

VOAV2 [ 76.7

et | Fg M = ‘E;nmosunu c NPOGETOM

@ cooling effects. OBMEH KOMWCCMA BbIKYIN

Yes, there are air conditioners
[[box1], [box2], [box3], [box4],
[box5]]. They are located at
@ different places to provide

Understanding
& Reasoning

TextVOA [ 557
Ferret-v2 = Ferret

cooling to people in the building.
(b). Quantitative Result

(a). Qualitative Example

It’s @ magnifier [310, 15, 350, 320] held

@F erret-v2 Model by a ferret [150, 71, 312, 955].

Any resolution (LLaVA 1.5/1.6)

(o) m—

[ Large Language Model ]

1 000 [ \ L \ [ 1 000 [ \ \ [ 1 000 [ \
Merge &

Original aspect ratio
| Spatial-Aware

Interpolate D Visual Sampler

T,
: : : C
o leed mQX(Wldth, helg ht) [ Projector_1 ] [ Projector_2 ]
[ CLIP } [ DINOv2 } [ Embedding ]

Encoder Encoder

Can you describe the
region [300, 20, 360, 300]
h &3 <continuous> ?

% | Low-resolutlon
Global Image } Text w/ references
Find Grid Config & Resize & Sp//t

Local Patches

L L

. Learned encoder

« DINOV2 encoder

Stage III: Intent-Enhanced Instruction Tuning

L] L] L]
¢ | | | - r e S r e - t r O | | I | | I Stage I: Image-Caption Alignment Stage II: High-resolution Dense Alignment
[\ [ooo [\ [\ [\ooo[ [ [ooo [
% % ﬂ

%
‘ Large Language Model } [ Large Language Model ] t Large Language Model

4 ity

it ity i o it
& . . 7| o SpatiaI-Awarg9 Proj Proj .3 | o Spatial- Awarﬂ
) Proj = Proj = Visual Sampler ’ - ° Visual Sampler
Embedding "
O . aa o
e cLp " Dinov2 " [ Embedding % cLIP Dinov2 Embedding
Encoder_1 Encoder Encoder Encoder Encoder

Ferret-v2: An Improved Baseline for Referring and Grounding with Large Language; Zhang etal 2024



RefCOCO RefCOCO+ RefCOCOg Flickr30k Entities

Models val testA testB val testA testB val test val test
MAttNet (Yu et al., 2018) 76.40 80.43 69.28 64.93 70.26 56.00 66.67 67.01 - -
OFA-L (Wang et al., 2022) 79.96 83.67 76.39 68.29 76.00 61.75 67.57 67.58 - -
— UNITER (Chen et al., 2020) 81.41 87.04 74.17 75.90 81.45 66.70 74.02 68.67 - -
I VILLA (Gan et al., 2020) 82.39 87.48 74.84 76.17 81.54 66.84 76.18 76.71 - -
UniTAB (Yang et al., 2022) 86.32 88.84 80.61 78.70 83.22 69.48 79.96 79.97 78.76 79.58
—I —_— MDETR (Kamath et al., 2021) 86.75 89.58 81.41 79.52 84.09 70.62 81.64 80.89 82.3* 83.8%*
G-DINO-L (Liu et al., 2023c¢) 90.56* 93.19* 88.24* | 82.75*% 88.95* 75.92*% | 86.13* 87.02* - -
L Shikra-7B (Chen et al., 2023b) 87.01 90.61 80.24 81.60 87.36 72.12 82.27 82.19 75.84 76.54
MiniGPT-v2-7B (Chen et al., 2023a) 88.06 91.29 84.30 79.58 85.52 73.32 84.19 84.31 - -
Qwen-VL-7B (Bai et al., 2023) 88.55 92.27 84.51 82.82 88.59 76.79 85.96 86.32 - -
SPHINX-2k (Lin et al., 2023) 91.10 92.88 87.07 85.51 90.62 80.45 88.07 88.65 - -
LLaVA-G (Zhang et al., 2023a) 89.16 - - 81.68 - - 84.82 - 83.03 83.62
VistaLLM (Pramanick et al., 2023) 88.1 91.5 83.0 82.9 89.8 74.8 83.6 84.4 - -
Ferret-7B (You et al., 2023) 87.49 91.35 82.45 80.78 87.38 73.14 83.93 84.76 80.39 82.21
Ferret-v2-7B (Ours) 92.79 94.68 88.69 87.35 92.75 79.3 89.42 89.27 85.52 85.83
Shikra-13B (Chen et al., 2023b) 87.83 91.11 81.81 82.89 87.79 74.41 82.64 83.16 77.41 78.44
Griffon v2 (Zhan et al., 2024) 89.6 91.8 86.5 81.9 85.5 76.2 85.9 86.0 - 84.8
CogVLM-Grounding-17B (Wang et al., 2023a)  92.76 94.75 88.99 88.68 92.91 83.39 89.75 90.79 - -
Ferret-13B (You et al., 2023) 89.48 92.41 84.36 82.81 88.14 75.17 85.83 86.34 81.13 84.76
Ferret-v2-13B (Ours) 92.64 94.95 88.86 87.39 92.05 81.36 89.43 89.99 85.33 86.25

° St rO n re S u ‘t S Method | VQA? GQA  VQAT POPE MMEF SEED LLaVA® LLaVAY MM-Vet  Obj-Hal |
g BLIP-2-13B 410 41 425 853 12938 464 - 38.1 22.4

InstructBLIP-7B - 492 501 - - 534 - 60.9 26.2 -
IDEFICS-9B 509 384 259 - - - - - - -
Qwen-VL-7B 78.8* 593* 638 - - 56.3 - - - -
Qwen-VL-Chat-7B 78.2* 5757 615 - 1487.5 58.2 - - - 43.8/23.0
LLaVA-1.5-7B 78.5% 62.0° 582 859 1510.7 58.6 82.7 63.4 30.5 46.3/22.6
Ferret-v2-7B (Ours) | 81.5* 64.7* 61.7 87.8 15103 58.7 89.1 67.7 34.9 23.8/14.7
InstructBLIP-13B - 495 507 789 1212.8 - - 58.2 25.6 -
Shikra-13B 77.4* - - - - - - - - -
IDEFICS-80B 60.0 452 309 - - - - - - -
LLaVA-1.5-13B 80.0" 63.3* 613 859 15313 61.6 83.4 70.7 354 -
LLaVA-1.5-13B-HD | 81.8° 64.7* 625 86.3 1500.1 62.6 - 72.0 394 -
Ferret-v2-13B (Ours) | 81.8* 64.8* 622  88.1 15214 61.7 90.7 69.9 35.7 34.7/16.8

Ferret-v2: An Improved Baseline for Referring and Grounding with Large Language; Zhang etal 2024



CubelL

images labelsap labelssp captions # QAs stage 1 stage 2

~Reference Image

Convert 2D and 3D vision annotations to text

- Standardized / normalized
Simple DINOv?2 + Vicuna 7B model

Large scale training

dataset
LLaVA data [35] SOK v X v 158K 1 05
refCOCO/+/g [67] 67K v X v 154K 1 0.5
GRIT (subset) [43] 4M v X v 6.9M 1 0.3
AS (filtered) [56] 3.7M v X v 13.2M 1 0.5
COCO [33] 118K v X X 860K 1 05
Objects365 [47] 600K X X 25.4M 0.3 0.2
SUN-RGBD [49] 5K v v X 4K 1 5
Hypersim [45] 67K v v X 2M 1* 5
ArkitScenes [6] 53K v v X 420K 1* 5
Objectron [2] 37K v v X 43K 1* 5
KITTI [22] 4K v v X 25K 1 5
NuScenes [8] 40K v v X 1.1M 1* 2
Lyft [25] 105K v v X 723K 0 2
Argoverse2 [61] 79K v v X 915K 0 4
Waymo [51] 680K v v X 5.1M 0 04
Total 9.6M v v v 40.9M  0.87  0.52
Input Text

- 2D + 3D detection data, grounding data,

captioning, etc
Visual Chain-of-Thought

Specialist inputs

Provide 3D bounding box of the region this
sentence describes: Black Audi on left.

Input Image

Language-Image Models with 3D Understanding, Cho etal 2024

.Random point—2D Box

—~ OUtPUL e,

) Provide 2D bounding box coordinates of the object [x
5 e (T 1, Y1, X2, Yol
£ containing the 2D point [x', y'].
Q 'c “ 7
o g - Text—2D Center ~OUtPUL e,
G Provide the 2D center coordinate of the region this Xer Vel
sentence describe: Forklift truck in front of the garage. ’
._%’ ~Text—3D Box ~Output
8 S | Provide 3D box coordinates of the region this sentence X, ¥, 2, W, h, 1, g, p, Tl
g - describes: Forklift truck in front of the garage. b
.2D Box—3D Box . ~Output ———\
o Provide 3D bounding box coordinates of the ol
. . 8 £  following region in 2D: [X1, Y1, Xp, Y2l Xz, W h, 1, 1y, 1, 1]
. Object Caption Object 3BDBOX ooy 2 g '\ J
Forklift truck in front I Q § _2D Center—Depth .
y Yy &5 WY, h1 Ir 3 ) N [ ’-OUtPUt =
of the garage [[x e .12 fal T | Provide depth of the object in the following region in 2
. - 2D: [xq, Y1, X2, Y2l
~ Object 2D Box Object Depth ——, D -
[X1, Y1, X2, Y2l \ [ z 3D Box—Text ~ OUPUL =,
L 2] o Provide a short caption of the 3D bounding box [, y, Forklift truck in front
€ L zwh, |1y, of the garage
Object 2D Center 2 - <
[ ] % 2D Box— Text f.Output —
%o Yo © Provide a short caption of the 2D bounding box [x;, Forklift truck in front

| Y1, Xo, Y2]

]

(Vicuna 7B)

i. Visual Chain-of-Thought Prompting

~Text Prompt
Provide the 2D bounding box of the region this
sentence describes: Pull up behind the guy
wearing a white shirt. He is my uncle.

~lmage Prompte

Output

[ (x1, y1, X2, y2) = (0.5, 0.5, 0.6, 0.75)

Text Prompt
Provide the 3D bounding box of the 2D box (0.5,

0.5, 0.6, 0.75) that this sentence describes: Pull up
behind the guy wearing a white shirt. He is my uncle.

Output.,
(X, ¥, z, w, I, h, yaw) = (0.14, 0.65, 10.22, 0.89,
1.85, 0.79, -1.70)

J

’ 3D Box (projected)-,

of the garage

Output Text

(x,y, z, w, h, r) = (0.68, 0.68, 12.32, 4.70,
1.68, 1.94, -2.14)

Output 3D Box (projected)

ii. Specialist Model Prompting
~LiDAR Inputs

v

~Image Prompt.—. 3D Boxes in the scene

by (Xq, Y1, 24, Wy, Iy, hy, 1rq)
by (xp, Yo, 22, Wa, I, ha, o)
b3 (X3, Y3, 23, W3, I3, h3, 13)
by (X4, Y4, 24, Was 14, g, 1)
bs (x5, Y5, 25, Ws, I, hs, 1)

~Text Prompt

Given the 3D bounding boxes detected by the
specialized LiDAR-based detection models:

(b4, bs, bs, by, bs), provide the 3D bounding box of
the region that this sentence describes: Stop in front
of the man in the yellow hat.

\

Output.,
(X, ¥, z, w, I, h, yaw) = (-0.71, 0.52, 7.14, 1.04,
1.65, 0.74, -2.60)

- 3D Box (projected)-\




Cubel

Open-vocabulary 3D Grounding
T _

"..| e “
‘ .
A I ) il
e 1] 4 e R
| [\
P Iy
_: | 3
g NPT
|

W,
TS B “SK%teboérdéOmplex Reasonir:;SIOreSSO e Frinter.”
» Good generalization
- Where do | do X

. Spatial understanding for free

"Where do | go to sleep?” Where do | do my homework? "Where do | sit down?”
— ) = = ‘ = = 4}
jo — 30 3 - _‘ 7 3 e =l = 3 - - =/ 2o ] — !
>y = 4 ', 3358 Dy — =5, < — = i\‘g '/ _‘ g > —~— ‘«:\}J:’:
/ U . — =\
"What should | use to
cool down the room?”

"Where should | wash
my hands?”

"What should | move to
block sunlight?”

"Car riht next to the cyclists.”
"Car closest to me.”

"Left cyclist.”
"Right cyclist.”

W

Language-Image Models with 3D Understanding, Cho etal 2024

"Which car is right be

hind the
white hatchback?”

- wm wm e . o

"Which car is right next to the
forklift?”



Cubel

2D BEV 3D

Method Input APgs APA APy APA APg

« Good results

- 2D and 3D grounding

- 2D referring expression

+ VQA

2D Specialist

Models Size RefCOCO RefCOCO+  RefCOCOg

| val testA testB| val testA testB| val test |Avg.
Specialist
MA¢ttNet [66] 76.4 80.4 69.3 (64.9 70.3 56.0 |66.7 67.0 |68.9
OFA-L [55] 80.0 83.7 76.4|68.3 76.0 61.8|67.6 67.6 |72.7
TransVG [16] 81.0 82.7 78.4(64.8 70.7 56.9 |68.7 67.7 |71.4
UNITER [11] 81.4 87.0 74.2 (759 81.5 66.7|74.0 68.7 |76.2
VILLA [20] 82.4 87.5 T74.8(76.2 81.5 66.8 |76.2 76.7 |77.8
UniTAB [63] 86.3 88.8 80.6 [78.7 83.2 69.5|80.0 80.0 |80.6
MDETR [27] 86.8 89.6 81.4(79.5 84.1 70.6 |81.6 80.9 |81.8
Generalist
LLaVA-1.5 [34] 7B |75.6 82.1 66.9 |65.5 76.2 53.9 [68.9 69.1 |69.8
VisionLLM-H [57] 7B |86.7 - - - - - - - -
Shikra [10] 7B |87.0 90.6 80.2 |81.6 87.4 72.1|82.3 82.2 |82.9
Ferret [65] 7B |87.5 91.4 82.5|80.8 87.4 73.183.9 84.8 |83.9
MiniGPT-v2 [9] 7B [88.7 91.7 85.380.0 85.1 74.5|84.4 84.7 |83.8
LLaVA-G [68] 7B (89.2 - - 817 - - |84.8 - -
Qwen-VL [5] 7B |88.6 92.3 84.5|82.8 88.6 76.8 |86.0 86.3 [85.7
Cube-LLM 7B (90.9 92.6 87.9(83.9 89.2 77.4(86.6 87.2 |87.0
Model Size VQAY? [23] GQA [26] VizWiz [24] SQA' [37] POPE [32]
BLIP-2 [30] 13B 41.0 41.0 19.6 61.0 85.3
InstructBLIP [15] 7B - 49.2 34.5 60.5 -
InstructBLIP [15] 13B - 49.5 33.4 63.1 78.9
IDEFICS [29] 9B 50.9 38.4 35.5 - -
Shikra [10] 13B 774 - - - -
Qwen-VL [5] 7B 78.8 59.3 35.2 67.1 .
Qwen-VL (chat) [5] 7B 78.2 57.5 38.9 68.2 -
miniGPT-v2 [9] 7B - 60.1 53.6 - .
LLaVA-1.5 [34] B 78.5 62.0 50.0 66.8 85.9
Cube-LLM 7B 78.3 62.4 51.0 69.2 87.1

Language-Image Models with 3D Understanding, Cho etal 2024

Talk2Car-2D [18] Cc 505 - - - -
VL-Bert [50] Cc 631 - - - -
ViLBERT [36] C 689 - - - -
CMRT [38] cC 691 - - - -
Stacked VLBert [14] c 710 - - - -
FA [17] cC 735 - - - -
Cube-LLM (zero-shot) C  46.3 32.0 19.5 22.3 9.8
Cube-LLM C 79.2 46.3 30.1 34.7 18.2
3D Specialist

Talk2Car-3D [18] L+C - 306 244 27.9 19.1
MSSG [12] L+C - 501 357 45.4 23.7
Cube-LLM L+ C 76.3 71.461.2 64.1 39.8

Talk2Car

BEV 3D

Method Pre-train Data APEEV APEEV APBAD APBBD

LLaVA-1.5 [34] LLaVA data 33.2 16.3 21.7 7.7
Cube-LLM LLaVA data 39.6 21.7 25.8 10.5
Cube-LLM LV3D (2D) 50.5 31.2 325 17.3
Cube-LLM LV3D 66.0 52.1 56.2 40.5

driveLM



Spatial VL

- Creating a large spatial reasoning dataset
- Semantic filtering (CLIP)

- @ An iPhone photo of an indoor scene

- & A close of shot of a single object

- Region Captioning: RPN+NPS+FlexCap

- Ambiguity removal: Remove close captions in CLIP-embedding

space, or append qualifier
- 3D context / canonicalization -> 3D objects
- Human-alignment = rounding
- 43 Question templates for pairs of objects

« Mixed results

(d) Ambiguity Resolution

Region
Captioning cakeshapedlike a-house
—> Clustering cake-ona-plate
= girl wearing a purple shirt
blue stuffed animal
Metric Depth
Estimation

Q: How faris [A] from [B]?
A: It’s [Distance].

—r——
5 o1 CCH B =
» : S O - . 5
b
~ »
'

(e) Q&A Synthesis

Coordinate
Canonicalization

Human Alignment

I

Segmentation

Distance / Predicate

- Extraction
(b) 2D Context Extraction (c) 2D Context to 3D Context
Qualitative Q & A Quantitative Q & A

Find out if the girl

wearing a purple shirtis  It's the woman
situated behind or in wearing white shirt.
front of the girl wearing a

blue sweatshirt.

Measure the distance
from the cake shaped like
a house to the girl
wearing a purple shirt?

Around half a meter

Can you provide the

distance measurement

between the microwave They are 1 meter apart.
oven and the kitchen

Does the stool lie in front  Yes, the stool is in front
of the microwave oven? of the microwave oven.

counter?
Is the plate positioned
on the left or right side of The plate is to the How [ is the plate? 20 centimeters
the green and yellow right.
napkin?

Qualitative Q&A

Method GPT-4V LLaVA-1.5 InstructBLIP Pall PaLM-E PalLM 2-E  Ours

Accuracy 68.0% 71.3% 60.4% 60.7% 50.2% 50.4%  75.2%

Qualitative Q&A

GPT-4V LLaVA-1.5 InstructBLIP Pall PaLM-E PalM 2-E  Ours

Output numbers % 1.0% 20.9% 26.0% 52.0% 83.2% 88.8%  99.0%
Inrange [50, 200]%  0.0% 13.0% 7.9% 5.3%  23.7% 33.9% 37.2%

SpatialVLM: Endowing Vision-Language Models with Spatial Reasoning Capabilities; Chen etal 2024



Decoder Only LLM Model Ablations
Data Ablations

...........................

Connector Types:

; : e N T Training
] Average Pooling oo 1 T hyperparameters as
Attention Pooling we scale
"This Walnut and 1 — C-Abstractor e s .
VL Connector | & '-e-eececcccmcnnmencneenaas ] . .
Blue Cheese Stuffed ; How to combine various:
Mushrooms recipe is Image Encoder ' | oo o | e " data? :
sponsored by Fisher oe ="t N e e ——a? i
Nuts." Image Encoder  [<-:- Pr(g:ralnlng. L e 1
_ ontrastlve. 0sS; |1 Use of text only
— Reconstructive Loss | mmmmmmmmsmseemmasioi s imee e e Sa=7"0 data? :
4" ). 3 ]
. Image Resolution: ! Text |y o7 oo 4
T L I ) : Image + Only ol Sources and :
' arger 1mages; ' Text Data Data |! : composition of data
i — Multi-Scale Inputs. R ;
Model [VQAY? VQA™ SQA'| MMMU MathV MME” MME® MMB  SEED POPE LLaVA" MM-Vet Model Shot Captioning Visual Question Answering
oae O
3B Model Comparison COCO NoCaps TextCaps VQAv2 TextVQA VizWiz OKVQA
MobileVLM [20] ~ 475 610| —/- ~ 12889 -  59.6 /- 849 - -

LLaVA-Phi [135] 714 486 684 | /- -~ 13351 - 598 /- 8.0 - 289 MM1-3B Model Comparisons

o Imp-v1 [99)] 79.45 59.38 69.96| /- — 14340 -  66.49 - 88.02 - 33.1 ot 73.0 _ _ 49.2 30.1 28.9 41.2

o O O n O S | S O e r TinyLLaVA [133] 79.9 591 69.1| —/- - 14649 - 669 —/- 864 758 32.0 Flamingo-3B [3] 3 90.6 B B 55 4 9.4 38 4 446
Bunny [42] 79.8 - 70.9(38.2/33.0 -  1488.8 289.3 68.6 62.5/- 86.8 - L | L ________¢ off Dos | @O0R 2800 |

Gemini Nano-2 [106] 67.5 659 - | 32.6/— 30.6 - - - - - 0 73.5 55.6 63.3 46.2 29.4 15.6 26.1

MM1-3B-Chat 82.0 71.9 69.4(33.9/33.7 32.0 14825 279.3 67.8 63.0/68.8 87.4 721  43.7 8  114.6 104.7 88.8 63.6 44.6 46.4 48.4
MM1-3B-MoE-Chat | 82.5 729 76.1 [38.6/35.7 32.6 1469.4 303.1 70.8 63.9/69.4 87.6 768  42.2

7B Model Comparison

MM1-7B Model Comparisons
0of  46.0* 36.8 25.4 50.9 25.9 35.5 38.4

InstructBLIP-7B [24] - 50.1 60.5 -/- 25.3 - - 36.0 53.4/- - 60.9 26.2  IDEFICS-9B [58
/ . Qwen-VL-Chat-7B [5] | 78.2 615 68.2(35.9/32.9 —  1487.5 360.7 60.6 58.2/65.4 — - - _[ _]_ 8 97.0* 868 632 564 275 404 477

o LLaVA-1.5-7B [74] 785 582 66.8 —/- - 1510.7 316.1 64.3 58.6/66.1 85.9 63.4 31.1 of 79.4 _ _ 51.8 31.8 28.8 44.7
ShareGPT4V-7B [15] | 80.6 60.4 68.4 | —/- ~  1567.4 3764 688 /- - 72.6 ~  Flamingo-9B [3] 3 99.0 B B 58.0 33.6 304 500
LVIS-Ins4V-7B [113] | 79.6 58.7 68.3| —/- ~ 15282 - 662 60.6/- 860 67.0 315 - - _—___-____°__22 S R N o
VILA-7B [71] 79.9 644 682| /- ~ 15313~ 689 611/~ 855  69.7 349 of - - - 52.9 - 34.4 428
SPHINX-Intern2 [36] | 755 704 | /- 355 12604 2946 57.9 688/ 869 57.6 365 Lmu2-14B [105] 3 ~ _ _ 59.0 _ 43.9 -
LLaVA-NeXT-7B [75] | 81.8 64.9 70.1| 358/~ 34.6 1519 332 674 ~—/70.2 8653 816 439 -~~~ -~ - - - - - - - - - - - - - - - - - - -
MM1-7B-Chat 82.8 728 72.6(37.0/35.6 359 1520.3 328.9 723 64.0/69.9 86.6 815 421  \[\I-TB o 763 610 642 478 288 156  22.6
MM1-7B-MoE-Chat | 83.4 73.8 74.4(40.9/37.9 40.9 1597.4 394.6 72.7 65.5/70.9 87.8 847 452 8§ 116.3 106.6 88.2 63.6 46.3 45.3 51.4

30B Model Comparison MM1-30B Model Comparisons

- Good reference for design choices S e T T e

CogVLM-30B [114] | 83.4 681 - [32.1/30.1 - - - - - - 56.8 .

LLaVA-NeXT-34B [75]| 837 69.5 SL8|511/447 465 1631 307 793 /759 s7.73 896 574 DEFICS-80B[58] 8 114'3* Wy s Bs S dil el
MM1-30B-Chat 83.7 735 81.0(44.7/40.3 39.41 1637.6 4314 75.1 65.9/72.1 87.6 89.3 487 __ _ _ __ _____ 16 116.6* 1070 814 654 = 363 _ 483 = 56.8

Gemini Pro [106] 712 746 - | 479/~ 452 - 43679 73.6 -/70.7 - - 64.3 of 843 - - 56.3 35.0 3.6 50.6

Gemini Ultra [106] 77.8 823 - | 59.4/- 53.0 - - - = = = = Flamingo-80B [3] 8 108.8 = = 65.6 37.3 44.8 57.5

GPT4V [1] 772 780 - |56.8/55.7 49.9 -  517.14 75.8 67.3/69.1 - - 67.6 16 1105 - - 66.8 376 484 578

» 0 - - - 333 262 404 26.7

o | Xe re S u S Emu2-37B [105] 8 - — - 67.8 49.3 54.7 54.1
el ____8 -~ - __-__688_ 503 570 571

0 70.3 54.6 64.9 48.9 28.2 14.5 24.1

MM1-30B 8§ 1231 1116 929 709 494 499 583

MM1: Methods, Analysis & Insights from Multimodal LLM Pre-training; McKinzie etal 2024
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S
Image Tokenizer ]
&

“Here is a recipe for
banana bread.” y £
K \lMAGE OUTPUT )

TEXT OUTPUT j ? ?
A A

[Image De-Tokenizer]

DOE00DE

Ar A [} Ar A

A

SDDDELC

(a) Mixed-Modal Pre-Training . (b) Mixed-Modal Generation

“What can | bake
with this?”

TEXT PROMPT

Custom image tokenizer

[ Mixed Modal Auto-Regressive LM 1

\_ “IMAGE PRO ’ )

» From Make-a-scene (VQ-GAN)
- O12x912 Images
- 32Xx32 tokens
- 8k codebook
- Single auto-regressive model
« LLama2++

. 4k context length

Chameleon: Mixed-Modal Early-Fusion Foundation Models; Chameleon Team 2024



Chamele

- Training - Stage 1
- 29T text-only tokens
- 1.5T text-image (caption) tokens
- OAT interleaved text-image tokens
- Training - Stage 2
.- Stage 1data (0% weight)
- “Higher quality datasets”
- 0.8M - 4M GPU hours
- Alignment
- LLama2, CodelLLama, own data (sourced from external vendors)

- Various safety data

Prompt: Can you write a poem using
rhyming couplets?

Response: Sure, here’s a short poem
using rhyming couplets:

The sun sets in the sky,

A beautiful sight to the eye.
The stars come out to play,
A magical sight to behold.

The wind whispers through the
trees,

A gentle breeze that brings ease.

The birds sing their sweet melodies,

A soothing sound that calms the soul.

The world is full of wonder,

A place of beauty and thunder.

So let us cherish every moment,

And bask in the beauty all around us.

Prompt: Given a list of integers,
find the first number that ap-
pears at least twice.
Response:
def find duplicate(my list):
seen = set()
for num in my list:
if num in seen:
return num
seen.add(num)
return None

Prompt: Renaissance square of
Stepanakert
Response:

| ydied

(@) Text

(b) Code

(c) Image Generation

Prompt: Which elements contribute to this flower
arrangement’s distinctiveness, and what sets its sur-
roundings apart?

Response: The image features an autumnal-themed
floral arrangement in a classically designed vase.
The arrangement stands out with its striking com-
bination of red maple leaves, purple flowers, and
pink-red roses. The vase’s rosettes give it an antique
design. In the background, blurry green vegetation
is visible, creating a contrast to the autumnal theme
of the bouquet. The red maple leaves, both in the
arrangement and scattered around the vase, evoke
autumn, while the green vegetation suggests a more
summer-like setting. The outdoor setting is bright
and sunny, adding to the contrast between the ar-
rangement and its settings.

Gyumri is an urban municipal community and the
second-largest city in Armenia, serving as the ad-
ministrative center of Shirak Province in the north-
western part of the country.

-

Archaeological excavations conducted throughout
the Soviet period have shown that the area of
modern-day Gyumri has been populated since at
least the third millennium BC.

(d) Visual Chat

Chameleon: Mixed-Modal Early-Fusion Foundation Models; Chameleon Team 2024

(e) Interleaved Text/Image Generation




35.0

w/ QK-norm and dropout
30.07 —— w/o dropout

Cham cleOn el

=

S 20.0

215.0

S
10.0
5.0
0.0 - ; - - . :

.- . . . . Ok 5k 10k 15k 20k 25k 30k
. Stability: Divergence is mid-to-late training Step
. Vision and la Nnguage tokens COmpete Chameleon-34B: h = x + attention norm(attention(x))
through NOrmM growth output = h + fin_ norm(feed forward(h))

Llama2: h = z + attention(attention norm(x))
o . output = h + feed forward(ffn_norm(h))
- One diminishes other in softmax for

Ottentlon >0 \ —I w/o norm reordering
5 5 w/ norm reordering
« QK-Norm ]
£5.0 \
- Change in transformer block <45 .
= o\
ol NLL
- No dropout \MM
3.5-
. Ok 2k 4K 6k 8k 10k
- Used 34B model, 7B not retrained Step

Chameleon: Mixed-Modal Early-Fusion Foundation Models; Chameleon Team 2024



Wins Ties Loses
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« Human evaluation

« Similar or better than GPT-4V and
Gemini

- XX+ use DALL-E iImage generation
outputs

Chameleon: Mixed-Modal Early-Fusion Foundation Models; Chameleon Team 2024

Model

B Chameleon Gemini+ - 41.5 34.5 24.0

. Gemini+

I GPT-4V+

B Gemini

. GPT-4V

GPT-4V+ + 35.8 31.6 32.6
Gemini 53.5 31.2 15.3
GPT-4V A 46.0 31.4 22.6
Fulfills Partially fulfills Does not fulfill 0 20 40 60 80 100
Task Fulfillment Rate Percent (%)

Prompt: I'm bored. Could you show me some cool, quirky-looking birds? Also tell me about them in 2-3
sentences.

Response: Absolutely! Here are three birds with some unique features that
you might find interesting;:

Keel-Billed Toucan The Keel-Billed Toucan is a brightly colored bird
native to South American rainforests and woodlands. Its most distinctive
feature is its colorful beak, which can grow up to seven inches long and has a
distinctive, curved shape. The beak is used for plucking fruit from trees and
for social displays. Despite its large size, the Keel-Billed Toucan is a skilled
flyer and can often be seen flitting through the treetops. Here is an image of
this vibrant bird: <img>

Puffin Puffins are small, aquatic birds that are found in the northern hemisphere.
They have distinctive black and white feathers, as well as a brightly colored
beak that is used for attracting mates and defending their territory. Puffins
are known for their distinctive "puffin" call, which sounds like a loud, guttural
chuckle. They feed on fish, which they catch by diving into the water from the
air. Puffins are colonial birds, and they breed in large colonies on rocky cliffs
and islands. Here is an image of this adorable bird: <img>

Golden Pheasant The Golden Pheasant is a brightly colored bird native to the
Y forests of China. It is a member of the pheasant family and is known for its
striking plumage, which features a golden-yellow body, red face, and green tail
feathers. The Golden Pheasant is a ground-dwelling bird, and it feeds on a diet
of insects, seeds, and fruits. It is a popular game bird, and is often hunted for
its meat and feathers. In captivity, the Golden Pheasant is sometimes kept as
an ornamental bird, due to its striking appearance. Here is an image of this
beautiful bird: <img>

I hope these images and descriptions have helped to brighten your day! If you have any other questions
or requests, please don’t hesitate to ask.

Prompt: <img> While chameleons are masters of camouflage in the natural
world, let’s see how they might fare in a man-made setting.

1. Analyze the colors, patterns, and textures in this image and identify the
most challenging spot for a chameleon to blend in.

2. Then generate an image of a chameleon with the optimal pattern to
camouflage itself.

3. Then, rate and explain how successful each attempt is on a scale from 1-10.

Response: The image is of a stop sign in a forested area, with some sunlight filtering through the trees.
The sign has a red octagonal shape with a white border and the word "STOP" written in white letters.
In the background, there are green leaves and trees.

Challenging Spot for a Chameleon: The stop sign would be the most challenging spot for a chameleon
to blend in due to its bright red color and bold white letters, which would stand out in the forested
environment.

Optimal Pattern for Camouflage: To camouflage itself on the stop sign, a chameleon would need
to have a pattern that would break up its outline and make it less conspicuous. A pattern with shades
of brown and red would help the chameleon blend in more effectively.
Additionally, a mottled or dappled pattern would help to scatter

light and further reduce the chameleon’s visibility.

<img>

Rating and Explanation: A rating of 2/10 would be given for

the chameleon’s ability to blend in on the stop sign. While the
chameleon’s green and brown pattern helps to break up its outline,

the bright red color of the stop sign will still make it stand out in

the forested environment.
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