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What animal is in area [region0]!

It is a ferret [box0].

Cool, what is the animal [region1]! 
Are they the same one!

No, the animal [box1] is a ferret, 
which is a different one from the 

one [box0]. They are not the same 
ferret.

How to make the food [region0]
with available ingredients!

To make a sandwich [box0] with available ingredients,
1. You can prepare the sandwiches by placing the
sliced turkey [box1] on one bread, and the sliced
cheese [box2] on another.
2. To assemble the sandwiches, press the two halves
of the sandwich together, and you can use the knife
[box3] or your hands [box4] to hold them together if
needed. Once you have a complete sandwich, you can
use the knife to cut it into quarters or halves, and serve
it on a plate [box5].

region0 box0
box1  

box2  
box3  

box4  

box5  

Input Referring Output GroundingFerret

region1
region0

box0 box1 

Figure 1: Ferret enables referring and grounding capabilities for multimodal large language model
(LLM). In terms of referring, a user can refer to a region or an object in point, box, or any free-form
shape. The regionN in the input will be replaced by the proposed hybrid representation before being
fed into the LLM. In terms of grounding, Ferret is able to accurately ground any open-vocabulary
descriptions. The boxN in the output denotes the predicted bounding box coordinates.

ABSTRACT

We introduce Ferret, a new Multimodal Large Language Model (MLLM) capa-
ble of understanding spatial referring of any shape or granularity within an image
and accurately grounding open-vocabulary descriptions. To unify referring and
grounding in the LLM paradigm, Ferret employs a novel and powerful hybrid re-
gion representation that integrates discrete coordinates and continuous features
jointly to represent a region in the image. To extract the continuous features
of versatile regions, we propose a spatial-aware visual sampler, adept at han-
dling varying sparsity across different shapes. Consequently, Ferret can accept
diverse region inputs, such as points, bounding boxes, and free-form shapes. To
bolster the desired capability of Ferret, we curate GRIT, a comprehensive refer-
and-ground instruction tuning dataset including 1.1M samples that contain rich
hierarchical spatial knowledge, with 95K hard negative data to promote model
robustness. The resulting model not only achieves superior performance in clas-
sical referring and grounding tasks, but also greatly outperforms existing MLLMs
in region-based and localization-demanded multimodal chatting. Our evaluations
also reveal a significantly improved capability of describing image details and a
remarkable alleviation in object hallucination. Code and data will be available at
https://github.com/apple/ml-ferret.

Work done during an internship at Apple. †Equal contribution.
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Ferret

• Trained on 

• GRIT (Ground-and-Refer Instruction-
Tuning Dataset) 

• Public datasets
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Table 2: One example used in in-context learning to construct GPT-Assisted Refer-and-Ground
Instructon-Tuning.

Objects
Object 0: chair at [0.596, 0.637, 0.698, 0.997].

...
Relationships
Object 11 : frame ! with ! Object 9 : photo

...
Region Descriptions
Region Description at [0.560, 0.466, 0.600, 0.529] :

a white picture frame with a black and white photo on it.
...

Global Caption
White chairs sit around a polished wood dining table while

a sectional soft sits in the background.
...

Conversation
Question:
What is the object [0.212, 0.539, 0.718, 0.820] made of?
===
Answer:
The dining table over there is crafted from a tree trunk.
===
Question:
Where would be a good place to have my dinner? Point out the locations in image.
===
Answer:
I suggest having dinner at the table [0.214, 0.541, 0.720, 0.997], possibly sitting on the white chair [0.264, 0.717, 0.524, 0.995].
Also, enjoy the wine [0.242, 0.644, 0.288, 0.682].
===
Question:
In terms of comfort for resting, which object is better - the one [0.830, 0.431, 0.978, 0.596] or the one [0.264, 0.717, 0.524,
0.995]?
===
Answer:
Among the two, the couch located [0.830, 0.431, 0.978, 0.596] would be more comfortable for resting. The object [0.264, 0.717,
0.524, 0.995] is a dining chair, which is typically less comfortable for extended relaxation.
.........

Individual objects. To achieve visual understanding at the object level, we select object detection
datasets such as Visual Genome (Krishna et al., 2017), Object365 (Shao et al., 2019), and visual
grounding datasets including RefCOCOs (Yu et al., 2016; Lin et al., 2014; Nagaraja et al., 2016)
and Flickr30k-Entities (Plummer et al., 2015). The converted Visual Genome object data follow a
Region-in Text-out format. Additionally, to enable Ferret to understand free-form shapes, we apply
SAM (Kirillov et al., 2023) to Visual Genome object data to obtain a segmentation mask for each
object, which is fed into the spatial-aware visual sampler to extract continuous region feature during
training. The visual grounding datasets and Object365 data adhere to a Text-in Region-out format.
This section has in total 678k data.

Relationships among objects & descriptions of regions. We selected data pertaining to object
relationships and region captions from Visual Genome (Krishna et al., 2017) to address these two
facets, respectively. Both datasets employ a Region-in Text-out format and 177k data are obtained.
Similar to Visual Genome object data, we also extract segmentation masks of objects in Visual
Genome relationship data via SAM.

Region-based complex reasoning. Regarding complex reasoning centered on specific regions, we
constructed a novel dataset with the help of ChatGPT/GPT-4. It adopts a combined Text-Region
format, and is detailed in the subsequent section.

4.2 GPT-ASSISTED VISUAL INSTRUCTION DATA GENERATION

Besides converting existing datasets by templates, dialogue instruction tuning data is proved to be
critical for MLLM to understand human intention and generate fluent, natural, and long-form re-
sponses (Liu et al., 2023b; Zhu et al., 2023a; Li et al., 2023d). Few-shot prompting is widely used
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A DETAILS OF DATASET

A.1 TASK TEMPLATES FOR PUBLIC DATASETS

In Section 4.1, we mentioned using carefully designed task templates to convert public datasets such
as Visual Genome into instruction-following format. The task templates we used are provided in
Table 11. For simplicity, we only list three examples for each task.

Table 11: Examples of task templates Ferret used to transfer different public data types into the
instruction-following format.

Task Three randomly chosen examples from many.

Referring-Object
What is the class of the object <location> within the image?
Classify object <location> in the image.
Identify the object <location> in the image.

Referring-Relation
What does <object1> <location1> do to <object2> <location2> of the image?
What is the physical relation between <object1> <location1> and <object2> <location2>?
Can you figure out the geometric relation of the <object1> <location1> and <object2> <location2>?

Referring-Region
Describe the region <location> in a short phrase.
What is in the region <location>? Describe in a phrase.
Capture in a phrase: what’s near region <location> in the picture?

REC.
Where is <object> in the image?
What are the coordinates for the given <object> in the image?
Given the image, could you please tell me where is <object>

Phrase Grounding
What are the locations of <objects>?
Could you provide me with the exact locations of <objects>?
Please indicate the positions of <objects> in the image?

Object Detection (O365)
Detect all objects among <class> in the image.
Perform object detection given the image within <class>.
Given the image and set <class>, identify all the objects that belong to the set.

Grounded Captioning
What is this photo about? Use concise language.
Describe the overall picture in just a few words.
What do you see happening in this image? Provide the answer in short.

Object Hallucination
Is there a <object> in the image?
Are there <object> in the image?
Please tell me whether <object> exists in the image?

A.2 DETAILS ON SPATIAL NEGATIVE MINING

In Section 4.3, we conducted negative sample mining for two aspects: (i) Image-conditioned Cate-

gory Localization, and (ii) Semantics-conditioned Category Localization. They use the same tem-
plate to convert the original data, which falls into the task of object hallucination in Table 11. Specifi-
cally, for the negative categories in (ii), we prompt ChatGPT/GPT-4 to generate entities that are most
analogous to the original class, attribute, or quantity, e.g., ‘man’ vs. ‘woman’, ‘blue’ vs. ‘yellow’,
‘two’ vs. ‘three’. The prompt feed into ChatGPT/GPT-4 encompasses all the entities extracted from
5 captions associated with one single image. We show the exact prompt template in Table 12.

A.3 EXAMPLES FOR GENERATING REFER-AND-GROUND DATASETS

We provide some example prompts to generate refer-and-ground from ChatGPT/GPT-4. Prompt
and the in-context example of multiple-round visual conversation data are shown in Table 13 and
Table 14. Prompt and the in-context example of one-round reasoning data are shown in Table 15
and Table 16.
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Ferret

• Good results on public datasets 

• Referring expression 

• Grounding 

• Ferret-Bench 

• Referring description, Referring 
reasoning, Grounding in Conversation 

• 40 COCO images, LLaVA-style data-
gen
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Table 5: Performance comparison (Acc@0.5) on the referring expression comprehension (RefCOCO, Ref-
COCO+, RefCOCOg) and phrase grounding (Flickr30k Entities) tasks. ⇤ indicates that the method is specifi-
cally fine-tuned in the second stage.

Models RefCOCO RefCOCO+ RefCOCOg Flickr30k Entities
val testA testB val testA testB val test val test

MAttNet (Yu et al., 2018) 76.40 80.43 69.28 64.93 70.26 56.00 66.67 67.01 – –
OFA-L (Wang et al., 2022b) 79.96 83.67 76.39 68.29 76.00 61.75 67.57 67.58 – –
TransVG (Deng et al., 2021) 81.02 82.72 78.35 64.82 70.70 56.94 68.67 67.73 – 79.10
UNITER (Chen et al., 2020) 81.41 87.04 74.17 75.90 81.45 66.70 74.02 68.67 – –
VILLA (Gan et al., 2020) 82.39 87.48 74.84 76.17 81.54 66.84 76.18 76.71 – –
UniTAB (Yang et al., 2022) 86.32 88.84 80.61 78.70 83.22 69.48 79.96 79.97 78.76 79.58
MDETR (Kamath et al., 2021) 86.75 89.58 81.41 79.52 84.09 70.62 81.64 80.89 82.3* 83.8*

Shikra-7B (Chen et al., 2023b) 87.01 90.61 80.24 81.60 87.36 72.12 82.27 82.19 75.84 76.54
Ferret-7B 87.49 91.35 82.45 80.78 87.38 73.14 83.93 84.76 80.39 82.21
Shikra-13B (Chen et al., 2023b) 87.83 91.11 81.81 82.89 87.79 74.41 82.64 83.16 77.41 78.44
Ferret-13B 89.48 92.41 84.36 82.81 88.14 75.17 85.83 86.34 81.13 84.76

Is the object [region0] a headband
or a necklace!

a headband [box0].

Is the object [region0] a lamp or a 
lampshade!

It is a lampshade [box0].

Referring Object Classification (LVIS) – box Referring Object Classification (LVIS) – free form shape

Phrase Grounding (Flickr30k Entities)

What are the locations of a man, a 
trail, a young girl, some boards of 

wood!

a man [box0]. a trail [box1]. a
young girl [box2]. some boards of 

wood [box3].

What is the location of almost 
hidden bus that is the third one in 

counting from the bottom up in the 
image!

almost hidden bus that is the third 
one in counting from the bottom 

up [box0].

Referring Expression Comprehension (RefCOCOg)

Figure 5: Some examples demonstrating Ferret’s referring and grounding capabilities. More visual-
izations are shown in Appendix C.

and the word-box connections. For both tasks, we utilize uniform prompts, represented as “What are

the locations of <query>/<phrases>?”, where <query> denotes the textual referring expression,
while <phrases> stands for a “comma-delimited” aggregation of the given phrases. The model is
trained to output in “<query> [box].” format. The generated bounding box is considered correct if
its intersection over union (IoU) with the GT box is greater than 0.5. As shown in Table 5, Ferret
achieves an outstanding performance on all metrics, and is comparable to specialized fine-tuning
approaches (Kamath et al., 2021). Some results are visualized in Figure 5.

Grounded captioning. The grounded captioning task requires the model to generate a caption and
ground all generated noun phrases to image regions. The final predictions generally consist of three
parts, i.e., the text caption, visual regions as boxes, and the grounding alignments between words
and boxes. Following the established benchmarks on the Flickr30k Entities dataset, we evaluate
captioning and grounding separately with the captioning metrics and grounding F1 scores, respec-
tively. F1all evaluates grounding as a multi-label classification problem. We also report F1loc that
only computes the grounding score on correctly predicted object words. Results are summarized in
Table 4, and Ferret achieves state-of-the-art.

5.3 FERRET-BENCH: MULTIMODAL CHATTING WITH REFERRING AND GROUNDING

Multimodal chatting has been an emergent ability of MLLMs. Previous benchmarks (Liu et al.,
2023b) mainly evaluate conversation, detailed description, and complex reasoning via GPT-4 as
a judge. Yet, a gap exists as no dataset currently evaluates multimodal chatting that necessitates
referring or grounding actions, e.g., instances where individuals reference an unfamiliar object and
inquire about its purpose. To benchmark this intriguing and practical capability, we introduce Ferret-
Bench that covers three kinds of region-based questions evaluating referring and grounding capa-
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Table 6: Visualization results of Referring Reasoning in Ferret-Bench to illustrate the difference between
various models (LLaVA vs. Kosmos-2 vs. Shikra vs. Ferret (Ours)). For clarity, we have omitted the generated
bounding box in the model’s output. More visualizations can be found in Appendix C

Question:
What is the purpose of the object [region0] on the bike?

Ground Truth:
The object is a shock absorber on the bike.
Its purpose is to absorb or dampen shock impulses.
It does this by converting the kinetic energy of
the shock into another form of energy which is then
dissipated. In the context of the motorcycle,
it is particularly useful in providing comfort and
stability for the rider, especially when travelling
over uneven or rough terrains.

LLaVA:
A black and silver Kawasaki motorcycle which is likely used for transportation, commuting, leisure
rides, or long-distance travel.
Kosmos-2:
The purpose of the object on the motorcycle is to store and protect the motorcycle’s fuel tank.
Shikra:
The answer is leg.
Ferret (Ours):
The object is a shock absorber. This component is essential for the bike’s stability, providing a
smoother ride by soaking up the impact from bumps and uneven surfaces. It significantly improves
the overall performance and comfort of the bike, enabling the rider to maintain control and stability
even on rough terrains.

bility: (i) Referring Description: models are asked to describe a referred region based on its in-

teraction with surrounding objects. (ii) Referring Reasoning: models need to reason on top of
one or more referred regions correctly. (iii) Grounding in Conversation: models are required to
reason correctly and accurately ground/localize the objects/regions necessary for the reasoning. For
the ease of benchmarking other methods, we represent the regions with boxes instead of points or
free-form shapes.

Specifically, we randomly sample 40 images from the COCO validation set for each type of question,
and generate the questions and GPT-4’s answers following the instruction generation pipeline in
Sec. 4.2. Following Liu et al. (2023b), we feed the question and image into MLLMs to obtain
the predicted answer, and then prompt GPT-4 to rate the predicted answer and pseudo answer from
GPT-4 based on the ground-truth textual scene description (object, relationship, region caption,
global caption). GPT-4 evaluates both the precision of referring understanding, object grounding,
and correctness of semantics. The rating score ranges from 1 to 10, in which higher means better.
We calculate the ratio of the predicted answer’s score and the GPT-4 answer’s score, which is then
presented as a percentage to measure the performance of MLLMs. We also asked GPT-4 to give a
comprehensive review for the rating and found that GPT-4 is good at measuring the degree of spatial
precision, such as how much the predicted bounding box diverges from the GT box coordinate. We
refer the readers to Appendix B for further elaboration.

We use LLaVA-Bench (Liu et al., 2023b) and the proposed Ferret-Bench to compare Ferret with
previous models, including LLaVA (Liu et al., 2023b), Shikra (Chen et al., 2023b), and Kosmos-
2 (Peng et al., 2023). Results are summarized in Table 7. Ferret achieves superior performance in
all types of tasks, boosting the score for the detailed description category from 68.3 to 80.9, and
especially excels at the three new tasks demanding referring and grounding abilities. One visualiza-
tion comparison is shown in Table 6, in which Ferret demonstrates strong spatial understanding and
commonsense reasoning capability.
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Table 7: Results on LLaVA-Bench and the proposed Ferret-Bench via GPT4-as-a-Judge evaluation.

LLaVA-Bench Ferret-Bench

Conversation Detail Complex Avg. Referring Referring Grounding in Avg.Description Reasoning Description Reasoning Conversation

LLaVA8 85.4 68.3 92.1 81.9 41.4 31.7 28.8 34.0
Kosmos-2 71.7 63.4 74.9 70.0 51.8 33.7 48.4 44.6
Shikra-7B 80.6 70.7 88.1 79.9 46.0 41.6 50.1 45.9
Ferret-7B 84.4 79.4 96.3 86.7 68.7 67.3 57.5 64.5
Ferret-13B 85.2 80.9 96.4 87.5 70.6 68.7 59.7 66.3

Table 8: Ablation study on the mutual benefit
of grounding data and referring data.

Model Referring (LVIS) Grounding
Point Box Flickr30k

Ferret 67.9 79.4 80.4
w/o Grounding data 65.4 75.6 5
w/o Referring data 5 5 79.8

Table 9: Ablation study on the effectiveness of the
proposed spatial-aware visual sampler.

Module Referring (LVIS)
Point Box Free-form

Spatial-aware Visual Sampler 67.9 79.4 69.8
Visual Sampler in SEEM 67.1 77.2 68.9

5.4 ABLATION

In the ablation studies below, in default, we ablate Ferret-7B and mainly evaluate in referring object
classification and grounding tasks on Flickr30k Entities validation set.

Mutual benefits of grounding and referring. As shown in Table 8, grounding and referring, as
two main capabilities emphasized in this paper, can actually benefit each other. Particularly, when
adding grounding data into training, the referring performance gets improved, and vice versa.

Spatial-aware Visual Sampler. We ablate the effectiveness of the spatial-aware visual sampler
by replacing it with the visual sampler in SEEM (Zou et al., 2023), where they average the features
of all the sampled points as the region feature. As we can see in Table 9, ours can outperform the
previous visual sampler in all three referring tasks.

LLM model size. We study how much LLM model size influences the performance of referring
and grounding. As seen in Table 3-7, having a larger LM backbone can generally help.

5.5 OBJECT HALLUCINATION

Attribute to the incorporation of fine-grained spatial knowledge and negative mining, Ferret also
exhibits strong power against the hallucination problem. We evaluate object hallucinations on the
POPE benchmark (Li et al., 2023e). Results are summarized in Table 10. Ferret has exhibited
performance comparable to Shikra (Chen et al., 2023b), and far surpasses recent popular MLLMs.9

5.6 FERRET v.s. GPT-4V(ISION): A QUICK GLANCE AT REFERRING & GROUNDING

Recently, GPT-4 released its multimodal version to the public, which is named GPT-4V. In a follow-
up technical report (Yang et al., 2023), GPT-4V’s grounding ability is briefly touched. In this section,
we use some examples to probe GPT-4V’s referring and grounding capabilities, and compare with
Ferret. For referring, GPT-4V is prompted with the following two ways: (i) referred regions are
marked by red circle/outline in the image and the question asks about the region in red circle/outline.
(ii) image is still but instead, we provide the image size and coordinates in question to refer to

8The result on LLaVA-Bench is obtained by evaluating LLaVA released checkpoint. The slight discrepancy
might be due to evolving GPT4 APIs. For Ferret-Bench, we employ the same conversation template as Ferret,
providing LLaVA with a predefined input size, resizing all coordinates accordingly, and generating a response.

9Unlike other methods, Ferret refrains from relying on VQA. This decision stems from our observation that
VQA answers tend to be concise, and this brevity can restrict the conversational capabilities of LLMs.
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Ferret UI

• VLM for UI understanding 

• LLaVA 1.5-style multi-res 
(2 sub-images) 

• Different datasets 

• RICO 

• Auto-labeled UI detector
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Fig. 1: Ferret-UI is able to perform referring tasks (e.g., widget classification, icon

recognition, OCR) with flexible input formats (point, box, scribble) and grounding

tasks (e.g., find widget, find icon, find text, widget listing) on mobile UI screens. These
elementary tasks equip the model with rich visual and spatial knowledge, enabling it to
distinguish UI types at both coarse and fine levels, such as between various icons or text
elements. This foundational knowledge is crucial for performing more advanced tasks.
Specifically, Ferret-UI is able to not only discuss visual elements in detailed descrip-

tion and perception conversation, but also propose goal-oriented actions in interaction

conversation and deduce the overall function of the screen via function inference.

current screen visually, and perform the desired actions based on our goals.
Automating this process of perception and interaction has the potential to help
users achieve their goals with relative ease. Moreover, it is also a valuable building
block for accessibility [14], multi-step UI navigation [20,47,55], app testing [2,34],
usability studies [24], and many others.

To facilitate seamless automation of perception and interaction within user
interfaces, a sophisticated system endowed with a set of key capabilities is es-
sential. Such a system must possess the ability to not only comprehend the
entirety of a screen but also to concentrate on specific UI elements within that

Ferret-UI: Grounded Mobile UI Understanding with Multimodal LLMs 5

Fig. 2: Overview of Ferret-UI-anyres architecture. While Ferret-UI-base closely follows
Ferret’s architecture, Ferret-UI-anyres incorporates additional fine-grained image fea-
tures. Particularly, a pre-trained image encoder and projection layer produce image
features for the entire screen. For each sub-image obtained based on the original image
aspect ratio, additional image features are generated. For text with regional references,
a visual sampler generates a corresponding regional continuous feature. The LLM uses
the full-image representation, sub-image representations, regional features, and text
embeddings to generate a response.

In this work, we focus on fine-grained mobile UI understanding with MLLMs.
Naturally, our work also aligns with the recent burgeoning literature focused on
empowering MLLMs for referring and grounding tasks [8, 26,41,53,56,57,59].

3 Method

Ferret-UI is built upon Ferret [53], which is a MLLM that excells in spatial refer-
ring and grounding within natural images of diverse shapes and levels of detail.
It can interpret and interact with regions or objects, whether they are specified
as points, boxes, or any free-form shapes. Ferret contains a pre-trained visual
encoder (e.g., CLIP-ViT-L/14) [42] and a decoder-only language model (e.g.,
Vicuna [61]). Furthermore, Ferret incorporates a unique hybrid representation
technique that transforms specified regions into a format suitable for processing
by the LLM. At its core, a spatial-aware visual sampler is designed to adeptly
manage continuous features of region shapes in different sparsity levels.

To instill UI expert knowledge into Ferret, we make two extensions to develop
Ferret-UI: (i) the definition and construction of UI referring and grounding tasks



Ferret UI

• Elementary tasks 

• Single round QA (grounded) 

• Advanced tasks 

• Higher level reasoning
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Fig. 3: Elementary task data generation overview. A UI detector outputs all
detected elements, with each element’s type, text, and bounding boxes. These detections
are used to create training samples for elementary tasks. For grounding tasks, we use
all element detections to create one sample for widget listing whereas the remaining
tasks focus on one element at a time. We separate the elements into icons, text, and
non-icon/text widgets. For each type, we create one referring and one grounding sample.

Elementary Tasks. In addition to the Spotlight tasks, we use paired screens
and UI elements mentioned in Section 4.1 to generate data for novel UI tasks
that rely on grounding and referring capabilities. We introduce 7 tasks using this
approach, one set for each of Android and iPhone screens: OCR, icon recognition,
and widget classification for referring ; and widget listing, find text, find icon, and
find widget for grounding. We define referring tasks as the ones with bounding
boxes in the inputs, while grounding tasks are the ones with bounding boxes in
the outputs.

For each task, we also use GPT-3.5 Turbo to expand a base prompt to in-
troduce variants of the task question. Details for data generation are illustrated
in Fig. 3. The number of training samples for each task is summarized in Tab.
1b. The number of test samples for all tasks are 5K. In experiments, we sample
from this pool of training data with different ratios to construct our training
data mixture.
Advanced Tasks. To incorporate reasoning abilities into our model, we follow
LLaVA [37], and additionally collect data of 4 more formats using GPT-4. We
focus on iPhone screens for this part of the data collection, filtering our examples
to those with more than 2 but fewer than 15 detections. These examples are sent
together with prompts to GPT-4 to create data of the desired format—the actual
images are not used. Fig. 4 illustrates the training data generation process for
advanced tasks.

Ferret-UI: Grounded Mobile UI Understanding with Multimodal LLMs 9

Fig. 4: Advanced task data generation overview. We first normalize bounding
box coordinates from the detection outputs, then we send the detections, prompts, and
optional one-shot example to GPT-4. For detailed description and function inference,
we pair the generated response with a pre-selection of prompts to train Ferret-UI. For
conversation tasks, we directly transform GPT-4 output to multi-turn conversations.

The four tasks are detailed description, conversation perception, conversation
interaction, and function inference. Among these, we expand base prompts for
detailed description and function inference to pair them with the GPT-4 re-
sponse as the input data in our model training. For conversations, we provide an
in-context example for GPT-4 to better follow bounding box formats in its out-
put. From the raw GPT-4 output, we parse the bounding boxes and transform
them into the correct multi-turn conversation format for our model. In total, we
have created 40K valid conversations from GPT-4 generated data. More details
about our data collection pipeline and detailed analysis of our collected data are
provided in the Appendix.

While our training data collection primarily targets iPhone screens, we as-
semble test sets for both iPhone and Android platforms. For each task, we select
25 test screens from iPhone and 5 from Android. Due to overlaps in images across
different tasks, the total number of unique images amounts to 56 for iPhone and
13 for Android. For evaluation, we randomly select 2 QA pairs for the conversa-
tional tasks, creating two distinct test instances with precisely one question in
each input. Utilizing these test images, we formulate 20/40/38/20 questions for
iPhone and 5/10/10/10 questions for Android, for the four tasks, respectively.

5 Experiments

We first present our main results in Section 5.1, followed by ablation studies in
Section 5.2. Then, detailed analysis of results on elementary and advanced UI
tasks is provided in Section 5.3 and 5.4, respectively.
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Public Benchmark Elementary Tasks Advanced Tasks

S2W WiC TaP Ref-i Ref-A Grd-i Grd-A iPhone Android

Spotlight [30] 106.7 141.8 88.4 - - - - - -
Ferret [53] 17.6 1.2 46.2 13.3 13.9 8.6 12.9 20.0 20.7
Ferret-UI-base 113.4 142.0 78.4 80.5 82.4 79.4 83.5 73.4 80.5
Ferret-UI-anyres 115.6 140.3 72.9 82.4 82.4 81.4 83.8 93.9 71.7

GPT-4V [1] 34.8 23.5 47.6 61.3 37.7 70.3 4.7 114.3 128.2

Table 2: Results of Ferret-UI and baseline models. S2W : screen2words, WiC : widget
captions, TaP : taperception. We report the CIDEr score for S2W and WiC and F1
for TaP. For elementary and advanced tasks, we report the averaged performance of
corresponding tasks. “i”: iPhone, “A”: Android, “Ref”: Referring, “Grd”: Grounding.

Setup. In this section, Ferret-UI-anyres refers to the version with any-resolution
integrated, Ferret-UI-base refers to the version directly following the Ferret ar-
chitecture, and Ferret-UI refers to both configurations. During training, both the
decoder and the projection layer are updated while the vision encoder is kept
frozen. All the training data is formatted into the instruction-following format,
and the training objective is the same as in Ferret. In total, our training mixture
has 250K samples. Ferret-UI-base takes 1 day to train while Ferret-UI-anyres
takes about 3 days on 8 A100 GPUs.

5.1 Results

We compare the performances of Ferret-UI-base, Ferret-UI-anyres, Ferret2, and
GPT-4V for all tasks. We also include Fuyu [6] and CogAgent’s [20] performance
on advanced tasks.3 Results are summarized in Tab. 2, where the average per-
formance within a category is reported. Performance breakdown for elementary
and advanced tasks is shown in Fig. 5 and Tab. 3, respectively.
Public Benchmark from Spotlight [30]. Compared to Spotlight, Ferret-UI
demonstrates superior performance in S2W and WiC, even though Spotlight
uses 80M web page screenshots and 2.69M mobile screenshots for pre-training.
Ferret-UI performance falls short on TaP but is still competitive; our studies
further suggest that this could be due to the noisiness of the taperception labels.
Detailed analysis is provided in the Appendix.
Results on Elementary UI Tasks. The average performance of all referring
and grounding tasks is summarized in Tab. 2, and the performance breakdown
for each task is shown in Fig. 5. For referring tasks, we report exact match
accuracy for OCR and accuracy for icon recognition and widget classification.
2 For Ferret, we include the pre-defined classes for icon classification and widget clas-

sification in the prompts while the remaining prompts are the same as Ferret-UI.
3 For GPT-4V, we sample a random subset of 100 instances for the Spotlight and

elementary tasks for cost efficiency. For GPT-4V evaluation, we follow [50] by over-
laying indexed bounding boxes of UI elements as visual prompts. Consequently, in
grounding tasks, GPT-4V is enabled to make selections from among these candidate
boxes. We detail the effort in the Appendix.



Ferret-v2

• Any resolution (LLaVA 1.5/1.6) 

• Original aspect ratio 

• Fixed max(width, height) 

• Learned encoder 

• DINOv2 encoder 

• High-res pre-training

Ferret-v2: An Improved Baseline for Referring and Grounding with Large Language; Zhang etal 2024
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Figure 1: (a) The comparison showcases Ferret-v2’s superior referring and grounding abilities over
Ferret (You et al., 2023), particularly in identifying objects and texts within small regions (we zoom
in on the regions only for a clearer visualization). (b) Ferret-v2 notably exceeds Ferret’s performance
in tasks requiring detailed regional and global reasoning and understanding (all w/ 7B models).

Abstract

While Ferret seamlessly integrates regional understanding into the Large Language
Model (LLM) to facilitate its referring and grounding capability, it poses certain
limitations: constrained by the pre-trained fixed visual encoder and failed to
perform well on broader tasks. In this work, we unveil Ferret-v2, a significant
upgrade to Ferret, with three key designs. (1) Any resolution grounding and
referring: A flexible approach that effortlessly handles higher image resolution,
improving the model’s ability to process and understand images in greater detail. (2)
Multi-granularity visual encoding: By integrating the additional DINOv2 encoder,
the model learns better and diverse underlying contexts for global and fine-grained
visual information. (3) A three-stage training paradigm: Besides image-caption
alignment, an additional stage is proposed for high-resolution dense alignment
before the final instruction tuning. Experiments show that Ferret-v2 provides
substantial improvements over Ferret and other state-of-the-art methods, thanks to
its high-resolution scaling and fine-grained visual processing.

†Equal contribution.
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Figure 3: Overview of the proposed Ferret-v2 model architecture.

However, the scale of fine-tuning data is usually much smaller than the pre-training data of the vision
encoder (1.3M vs. 400M in our setting), which disturbs its pre-training knowledge. On the contrary,
“any resolution” crops the high-resolution image into patches, and the vision encoder processes local
patches in a similar token length to its pre-training procedure. Overall, “any resolution” has proved to
be a more optimal strategy that balances leveraging high-resolution images and preserving valuable
pre-training knowledge for effective scaling.

3.3 Model Architecture

Multi-Granularity Visual Encoding. After devoting to the “any resolution” scaling method, yet
another problem arises naturally: there is a granularity difference between global low-resolution
image Ig and local split image patches {Il1, Il2, ..., IlN}, i.e., the global image Ig sees the entire
scene but in a coarse resolution, while each local patch Ili can see only a part of the scene but in
precise detail.

To deal with this issue, we explore encoding those two types of images with distinct visual encoders.
Specifically, we choose CLIP (Radford et al., 2021) to encode global images and DINOv2 (Oquab
et al., 2023) to encode local split patches. Our motivation behind this comes from the difference in
their pre-training paradigms. The image-text contrastive objective used in CLIP enables these models
to capture image-level semantics from captions but tends to neglect the rich pixel-level details due to
the limited fine-grained information in the guided captions. DINOv2, trained with self-supervision
objectives of both image-level and patch-level, can capture more detailed information about local
objects such as shape or texture and therefore possess fine-grained perception abilities. Furthermore,
we employ separate MLP projectors for the dual vision encoders, aiming to differentiate and learn
the diverse underlying contexts for global and fine-grained visual information:

Fg = CLIP(Ig); Fli = DINO(Ili), Ili ∈ {Il1, Il2, ..., IlN} (1)
Hg =MLPg(Fg); Hli =MLPl(Fli). (2)

Then, the feature maps of local patches are merged into a large feature map according to its original
arrangement and then flattened into a sequence of image features. The global image’s feature map is
also flattened. Two sequences are connected and input into LLM as visual “tokens”.

Any resolution Referring. The hybrid region representation introduced in Ferret has proved
effective and versatile in handling various types of referring such as point, box, scribble, etc. What
lies at the core of it is the extraction of continuous region features, which is performed by a Spatial-
Aware Visual Sampler. However, directly feeding global image features into the visual sampler may

5

Figure 4: Model Training Paradigm. The model is trained in a “coarse-to-fine” manner. ‘snowflake’
denotes that the module is frozen.

not be sufficient to recognize the small referred objects in high-resolution images. Inspired by our
previous findings about the visual granularity difference, we further propose to integrate the best of
both global semantics and local details for more precise referring. To be more specific, after obtaining
the encoded features of global image Hg and local patches {Hl1,Hl2, ...,HlN}, we first merge the
feature maps of local patches into a large feature map following their original spatial arrangement,
and the global image feature map is upsampled via interpolation to align the size of the merged
feature map.

H
′
l = Concat{Hl1,Hl2, ...,HlN} (Hli ∈ Rwl×hl×c,H ′l ∈ Rnwl×mhl×c, n ×m = N) (3)

H
′
g = Upsample(Hg) (Hg ∈ Rwg×hg×c,H ′g ∈ Rnwl×mhl×c) (4)

Then, we fuse the two processed feature maps by adding them channel-wise: Ha = H ′l +H ′g, and
obtain a high-resolution feature map with strong semantics and local awareness. The Ha is input
into a spatial-aware visual sampler (You et al., 2023) to extract continuous region features. Then the
continuous feature is combined with discrete coordinates as a hybrid region representation to refer to
any region in the image, as shown in Fig. 3.

Any resolution Grounding. By combining visual embeddings from both global image and local
sub-patches, our model can more effectively uncover visual details from high resolution and bridge
the semantics. Without specific adaptation, our framework aligns seamlessly with the grounding
design in Ferret; therefore, similarly, we delineate the output coordinate regions through an intuitive
numerical representation and employ the LLM as the principal mechanism for deciphering the
intrinsic correlations.

3.4 Training Paradigm

Stage I: Image-Caption Alignment. Feature alignment before fine-tuning has been widely utilized
to achieve better training efficiency. We adopt this strategy to connect the pre-trained CLIP encoder
with the LLM using 1.4M image-text pairs, converted to instruction-following data by Chen et al.
(2023c). The low-resolution image encoder and LLM parameters remain frozen, with only the
projector trainable. Without any referring in these image-text pairs, the visual sampler does not
participate in the training of Stage I.

Stage II: High-resolution Dense Alignment. Although the previous image-caption alignment is
effective in bridging vision and LLM in coarse semantics, there still exists a severe gap between the
image-caption alignment and the instruction tuning stage. Many downstream tasks, such as referring,
grounding, OCR, etc., require a more precise and comprehensive spatial perception of the image,
beyond solely coarse semantics.

To alleviate the above mentioned issue, we propose a novel pre-training stage aiming at high-resolution
dense alignment. Specifically, instead of aligning the entire image with a global caption, this stage
aligns every possible local object of the image with detailed semantics. Correspondingly, two types
of tasks and input data are designed. (1) Dense Referring: given the image, the input question refers
to regions of all objects one by one and asks about their categories; the model is required to output the
predicted classes accordingly. An example is “Question: Please classify the objects in the following

locations. 1: �region_1�, 2: �region_2�, .... Answer: Here are the categories: 1: cat, 2: dog, ...”.
(2) Dense Detection: Given the image, the input question asks to localize all the objects. To reduce
randomness and incorporate spatial awareness, we forge the answer to list objects in a certain order,

6



Ferret-v2

• Strong results

Ferret-v2: An Improved Baseline for Referring and Grounding with Large Language; Zhang etal 2024

Models RefCOCO RefCOCO+ RefCOCOg Flickr30k Entities
val testA testB val testA testB val test val test

MAttNet (Yu et al., 2018) 76.40 80.43 69.28 64.93 70.26 56.00 66.67 67.01 – –
OFA-L (Wang et al., 2022) 79.96 83.67 76.39 68.29 76.00 61.75 67.57 67.58 – –
UNITER (Chen et al., 2020) 81.41 87.04 74.17 75.90 81.45 66.70 74.02 68.67 – –
VILLA (Gan et al., 2020) 82.39 87.48 74.84 76.17 81.54 66.84 76.18 76.71 – –
UniTAB (Yang et al., 2022) 86.32 88.84 80.61 78.70 83.22 69.48 79.96 79.97 78.76 79.58
MDETR (Kamath et al., 2021) 86.75 89.58 81.41 79.52 84.09 70.62 81.64 80.89 82.3* 83.8*
G-DINO-L (Liu et al., 2023c) 90.56* 93.19* 88.24* 82.75* 88.95* 75.92* 86.13* 87.02* – –

Shikra-7B (Chen et al., 2023b) 87.01 90.61 80.24 81.60 87.36 72.12 82.27 82.19 75.84 76.54
MiniGPT-v2-7B (Chen et al., 2023a) 88.06 91.29 84.30 79.58 85.52 73.32 84.19 84.31 – –
Qwen-VL-7B (Bai et al., 2023) 88.55 92.27 84.51 82.82 88.59 76.79 85.96 86.32 – –
SPHINX-2k (Lin et al., 2023) 91.10 92.88 87.07 85.51 90.62 80.45 88.07 88.65 – –
LLaVA-G (Zhang et al., 2023a) 89.16 – – 81.68 – – 84.82 – 83.03 83.62
VistaLLM (Pramanick et al., 2023) 88.1 91.5 83.0 82.9 89.8 74.8 83.6 84.4 – –
Ferret-7B (You et al., 2023) 87.49 91.35 82.45 80.78 87.38 73.14 83.93 84.76 80.39 82.21
Ferret-v2-7B (Ours) 92.79 94.68 88.69 87.35 92.75 79.3 89.42 89.27 85.52 85.83

Shikra-13B (Chen et al., 2023b) 87.83 91.11 81.81 82.89 87.79 74.41 82.64 83.16 77.41 78.44
Griffon v2 (Zhan et al., 2024) 89.6 91.8 86.5 81.9 85.5 76.2 85.9 86.0 – 84.8
CogVLM-Grounding-17B (Wang et al., 2023a) 92.76 94.75 88.99 88.68 92.91 83.39 89.75 90.79 – –
Ferret-13B (You et al., 2023) 89.48 92.41 84.36 82.81 88.14 75.17 85.83 86.34 81.13 84.76
Ferret-v2-13B (Ours) 92.64 94.95 88.86 87.39 92.05 81.36 89.43 89.99 85.33 86.25

Table 3: Performance comparison (Acc@0.5) on the REC (RefCOCO, RefCOCO+, RefCOCOg) and phrase
grounding (Flickr30k Entities) tasks. ∗ indicates that the method is specifically fine-tuned in the second stage.

outperforms previous models on LVIS and sets up a new benchmark not fully realized in prior Ferret,
primarily contributing to high-resolution scaling. SPHINX also uses high-resolution input images;
however, on more challenging tasks for SA-refer, Ferret-v2 still outperforms it, indicating the benefits
of our special design for any resolution referring.

Grounding. Visual grounding aims to ground language queries into aligned image regions. We
experiment on the sub-tasks of referring expression comprehension (REC) with three renowned
benchmarks: RefCOCO (Lin et al., 2014), RefCOCO+ (Yu et al., 2016), and RefCOCOg (Mao et al.,
2016), and phrase grounding with Flickr30k Entities dataset (Plummer et al., 2015). As evidenced in
Table 3, Ferret-v2 enables the use of high-resolution input images, leading to significant improvements
over Ferret (You et al., 2023). Besides, Ferret-v2 outperforms most state-of-the-art models, including
specialist model G-DINO-L (Liu et al., 2023c) and other generalist models, which adopt even larger
input image sizes. Our 7B model can achieve comparable results to CogVLM-Grounding (Wang et al.,
2023a), which utilizes a 4B vision model and a 6B connection module. These results demonstrate the
competitive capability of Ferret-v2 for visual grounding.

Ferret-Bench. Ferret-Bench (You et al., 2023) is carefully designed to evaluate and benchmark
the fine-grained capability of multimodal conversational models, particularly in their ability to refer
to, describe, and reason about specific regions within images, thereby facilitating a more structured
evaluation of models’ referring and grounding capabilities in a multimodal context. We use Ferret-
Bench to compare Ferret with previous models, including LLaVA (Liu et al., 2023b), Shikra (Chen
et al., 2023b), Kosmos-2 (Peng et al., 2023), and Osprey (Yuan et al., 2023). Results are summarized
in Table 2. Ferret-v2 demonstrates superior performance in all types of tasks, indicating the strong
spatial understanding and commonsense reasoning capability of the model.

4.2 Modern MLLM Benchmarks

Ferret has demonstrated remarkable regional reasoning capabilities; however, it falls short of academic
benchmarks that typically demand tasks-oriented datasets. For Ferret-v2, we specifically include
pseudo-labeled VQA and OCR datasets and also append the special prompt, as mentioned in Sec. 3.4.
This strategic enhancement progressively narrows the gap between task-specific region-level analyses
and broader, more generalized tasks, thereby extending Ferret-v2’s applicability to encompass
both fine-grained and coarse-grained tasks. As presented in Table 4, we benchmark Ferret-v2
against existing MMLMs across a comprehensive suite of 10 benchmarks: VQAv2(Antol et al.,
2015), TextVQA (aka.VQAT) (Singh et al., 2019), GQA (Hudson & Manning, 2019), POPE (Li
et al., 2023e), MMEP (Chang et al., 2023), SEED (Li et al., 2023b), LLaVAC and LLaVAW (Liu
et al., 2023b), MM-Vet (Yu et al., 2023b), Obj-Hal (Yu et al., 2023a)). Our models achieve on-par
performance with the latest state-of-the-art models, particularly excelling in tasks such as VQAv2,
GQA, POPE, etc., which demand precise spatial information for accurate responses.
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Method VQAv2 GQA VQAT POPE MMEP SEED LLaVAC LLaVAW MM-Vet Obj-Hal ↓
BLIP-2-13B 41.0 41 42.5 85.3 1293.8 46.4 – 38.1 22.4 –
InstructBLIP-7B – 49.2 50.1 – – 53.4 – 60.9 26.2 –
IDEFICS-9B 50.9 38.4 25.9 – – – – – – –
Qwen-VL-7B 78.8∗ 59.3∗ 63.8 – – 56.3 – – – –
Qwen-VL-Chat-7B 78.2∗ 57.5∗ 61.5 – 1487.5 58.2 – – – 43.8/23.0
LLaVA-1.5-7B 78.5∗ 62.0∗ 58.2 85.9 1510.7 58.6 82.7 63.4 30.5 46.3/22.6

Ferret-v2-7B (Ours) 81.5
∗

64.7
∗

61.7 87.8 1510.3 58.7 89.1 67.7 34.9 23.8/14.7

InstructBLIP-13B – 49.5 50.7 78.9 1212.8 – – 58.2 25.6 –
Shikra-13B 77.4∗ – – – – – – – – –
IDEFICS-80B 60.0 45.2 30.9 – – – – – – –
LLaVA-1.5-13B 80.0∗ 63.3∗ 61.3 85.9 1531.3 61.6 83.4 70.7 35.4 –
LLaVA-1.5-13B-HD 81.8

∗ 64.7∗ 62.5 86.3 1500.1 62.6 – 72.0 39.4 –

Ferret-v2-13B (Ours) 81.8
∗

64.8
∗ 62.2 88.1 1521.4 61.7 90.7 69.9 35.7 34.7/16.8

Table 4: Comparison with SoTA methods on 10 benchmarks. Ferret-v2 achieves comparable
performance with others. ∗The training images of the datasets are observed during training.

Resolution Referring Grounding OCR Reasoning
LVIS SA REC TextVQA Ferret-Bench

Fixed Res. 68.4 61.9 86.8 54.2 71.1
+ AnyRes. Ground 72.2 67.7 88.3 60.2 72.2
+ AnyRes. Refer 73.0 67.8 88.5 60.7 72.6

Table 5: Ablation study on any resolution grounding and
referring.

Model Referring Grounding OCR Reasoning
LVIS SA REC TextVQA Ferret-Bench

CLIP 73.0 67.8 88.5 60.7 72.6
+ DINOv2 73.8 68.0 89.1 61.3 75.3
+ Stage II 74.6 68.4 89.3 61.7 75.6

Table 6: Ablation study on the effectiveness of the
multi-granularity visual encoding and Stage II Pre-
training.

5 Ablation Studies

In all the ablation studies below, we follow Sec. 3.2 and primarily focusing our evaluation on the
disparate models’ performance across the dimensions of referring, grounding, OCR, and reasoning.

Any Resolution Grounding and Referring. We conduct an ablation study on any resolution
grounding and referring. As illustrated in Table 5, accommodating any resolution markedly enhances
task performance that necessitates a comprehensive understanding of higher-resolution details. By
integrating the best of both global semantics and local details for more precise improved precision in
referring tasks across both LVIS and SA datasets. Furthermore, this integration modestly enhances
grounding capabilities, suggesting that grounding and referring can derive mutual benefits within our
proposed framework.

Multi-Granularity Visual Encoding and Stage-II Pre-training. Our initial ablation study focuses
on incorporating an additional DINOv2 encoder for the encoding of high-resolution patches. We
utilize the projector weights from Stage I of CLIP for initialization, followed by fine-tuning in Stage
III. As demonstrated in Table 6, the exclusive employment of visual granularity encoding significantly
enhances both referring and grounding performance. Furthermore, the introduction of an intermediate
Stage II in the pre-training process yields improvements across all evaluated metrics.

6 Conclusions

We present Ferret-v2, a significant upgrade of the vanilla Ferret model. It features advanced capa-
bilities in handling any resolution referring and grounding, multi-granularity visual encoding, and
a novel three-stage training pipeline. These improvements enable Ferret-v2 to excel in processing
and understanding images with higher resolution and finer detail. Like most MLLMs, Ferret-v2 may
produce harmful and counterfactual responses.
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CubeLLM

• Convert 2D and 3D vision annotations to text 

• Standardized / normalized 

• Simple DINOv2 + Vicuna 7B model 

• Large scale training 

• 2D + 3D detection data, grounding data, 
captioning, etc 

• Visual Chain-of-Thought 

• Specialist inputs

Language-Image Models with 3D Understanding, Cho etal 2024

2 JH Cho et al.

Output 3D Box (projected)

LL
M

(V
ic

un
a 

7B
)

Vi
si

on
 E

nc
od

er
(D

IN
O

 v2
 -L

)

Input Image

Provide 3D bounding box of the region this 
sentence describes: Black Audi on left. 

Input Text

To
ke

ni
ze
r

(x, y, z, w, h, r) = (0.68, 0.68, 12.32, 4.70, 
1.68, 1.94, -2.14)

Output Text

Fig. 1: The overview of Cube-LLM for 3D-grounded reasoning. The task requires
a model to take an image, understand the input text prompt (e.g., “Black Audi
on left.”) and ground it in 3-dimensional space.

large language models with billions of parameters to visual modality. The best
MLLMs can recognize, understand, and reason about images and videos far
better than any of specially designed architectures and algorithms [1,52]. The
decades worth of computer vision datasets —image classification, captioning,
object detection, grounding, document parsing, optical character recognition
(OCR)— fuels the powerful MLLMs through jointly training as a next token
prediction task. Introducing the ability to “ground” in 2-dimensional space (image
coordinates) bridges the low-level perception to high-level reasoning about visual
input, much like human cognition. However, one critical di↵erence is that we
perceive the world in 3-dimensional space (view coordinates). This 3-dimensional
grounding allows us to perceive and reason about the visual input closer to the
actual world, which the current state of MLLMs has not explored yet.

In this work, our goal is to develop a framework to train a MLLM capable
of reasoning in both 2D and 3D spaces. We demonstrate that pure data scaling
can achieve our goal without any 3D specific architectural design or training
objective. We instead focus on careful data curation to address one question:
what tasks will induce 2D to 3D generalization? To this end, we introduce a
large scale language-image pretraining dataset for 2D and 3D, called LV3D.
We start with combining a diverse collection of 2D and 3D vision datasets for
indoors and outdoors and standardize labels to follow the consistent format
across datasets. We blend in the vision datasets with instruction-following data
of MLLM training as a series of question-answer pairs (§ 3.1). Next, we augment
our blended datasets by decomposing the vision labels into easier tasks (e.g.,
3D box ! 2D point, depth, size, orientation). This trains our model to adapt
to versatile input and output formats, and connects the underlying 2D and 3D
structure (§ 3.2). Most importantly, we mix in a series of QA pairs about an
object for “step-by-step” reasoning, from easier (e.g., 2D box ) to harder (e.g., 3D
box ) task. This directly induces 2D to 3D generalization due to autoregressive

Cube-LLM 7

Fig. 3: Task-scaling for versatile I/O format. Decomposing the existing label
formats for 3D grounding task. A complete 3D location can be decomposed into
a center point ([x, y, z]), a depth ([z]), a (projected) 2D point ([xc, yc]),
and a (projected) 2D box ([x1, y1, x2, y2]). We define various tasks that
connect among these to train versatile I/O formats. Left: available (decomposed)
annotations. Right: various tasks for training.

spirit of instruction tuning in 2D-based visual language models [35,15,3]. To this
end, we define multiple relevant tasks for a model to adapt to wider spectrum of
similar tasks in 2D and 3D. We start by decomposing the existing label formats
to easier tasks as illustrated in Figure 3. After, we have expanded set of object
properties to construct question-answer pairs:

bq 2 {point2D, box2D, caption, point3D, box3D} (6)

ba 2 {point2D, box2D, caption, depth, point3D, box3D} (7)

We construct up to n = 30 question answer pairs (Q
bq
ba
,Aba) sampled at random

for each data. We combine a collection of 2D and 3D vision datasets (LV3D),
summarized in Table 1, and jointly train with this expanded set of tasks.

3.3 Visual Chain-of-Thought Prompting

One of the most intriguing properties of large language models is its emergent
ability to improve reasoning with intermediate steps [59]. This mostly attributes
to vast corpus of rich text data with numerous step-by-step question answering
samples [58]. We artificially supplement this step-by-step reasoning of 3D by
interleaving multiple questions of the same object from easy-to-hard order (the
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Fig. 4: Cube-LLM inference with prompting. Left: Visual Chain-of-Thought
Prompting to reason in 3D step-by-step. Right: Incorporating specialist models
to further improve localization of Cube-LLM. Our model can either predict
directly from text prompt, or with visual chain-of-thought prompting, or with
specialist predictions as prompt.
left part of Figure. 4):

maximize

8
><

>:

p(Abox2D |Q
caption
box2D

) question 1

p(Abox3D |Q
caption
box2D

,Abox2D ,Q
caption
box3D

) question 2

...

(8)

Furthermore, we allow test-time adaptation to any specialist models by mixing in
candidate objects as a system prompt (the right part of Figure. 4). This e↵ectively
alleviates the problem of localizing in 3D to “choosing the appropriate box from
candidates”,

maximize p(Abox3D |Sbox3D ,Q
caption
box3D

) (9)

where Sbox3D is a set of candidate boxes, which can be provided by any specialist
models (depending on available input modalities) at inference. During training,
we use the ground truth boxes with a prompt ‘‘Here is the list of 3D
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Table 1: 2D and 3D Language-Image Pretraining Dataset (LV3D). Sum-
mary of components detailing the number of images, tasks, availability of 2D and
3D labels, the number of QAs and objects, and their multiples during training
(stage 1 and stage 2 ). ?: Only used 2D bounding box.

dataset images labels2D labels3D captions # QAs stage 1 stage 2

LLaVA data [35] 80K X 7 X 158K 1 0.5
refCOCO/+/g [67] 67K X 7 X 154K 1 0.5
GRIT (subset) [43] 4M X 7 X 6.9M 1 0.3
AS (filtered) [56] 3.7M X 7 X 13.2M 1 0.5
COCO [33] 118K X 7 7 860K 1 0.5
Objects365 [47] 600K X 7 7 25.4M 0.3 0.2
SUN-RGBD [49] 5K X X 7 41K 1? 5
Hypersim [45] 67K X X 7 2M 1? 5
ArkitScenes [6] 53K X X 7 420K 1? 5
Objectron [2] 37K X X 7 43K 1? 5
KITTI [22] 4K X X 7 25K 1? 5
NuScenes [8] 40K X X 7 1.1M 1? 2
Lyft [25] 105K X X 7 723K 0 2
Argoverse2 [61] 79K X X 7 915K 0 4
Waymo [51] 680K X X 7 5.1M 0 0.4

Total 9.6M X X X 40.9M 0.87 0.52

4.2 Datasets

We pre-train Cube-LLM on LV3D, and then fine-tune it on the training split of
the target datasets, Talk2Car and DriveLM.

Talk2Car [18] is a 3D referring expression comprehension dataset of various
driving scenarios. It consists of 8,349 training samples and 1,163 validation
samples with images and LiDAR data. It provides rich question-answer pairs
grounded to an object in the image. Each object is labeled with a situational text
that uniquely identifies the object (e.g., “Wow hold on! That looks like my stolen
bike over there! Drop me o↵ next to it.”). The original benchmark [18] evaluates
the 2D grounding performance with the AP0.5 metric. MSSG [12] extends the
task to 3D grounding and evaluates on both BEV AP and 3D AP.

DriveLM [48] is a recently released question-answering dataset for autonomous
driving based on the nuScenes dataset [8]. It consists of various driving scenes
with multi-view images and LiDAR point clouds, as well as frame-level question-
answering data, and has a total of 4,871 frames. Each frame contains 91.4
question-answer pairs on average, covering core autonomous driving tasks such
as perception, prediction, and planning, as well as a short description and 2D
boxes of important objects. To evaluate Cube-LLM, we construct another 3D
grounding benchmark based on the DriveLM dataset, which we call DriveLM-

Grounding. We associate the 2D boxes with the nuScenes 3D bounding boxes
by computing the IoU between 2D boxes projected from 3D labels and the 2D
boxes of labeled important objects, and only keep those with a IoU greater than
0.35. After association, DriveLM-Grounding has a total of 13,287 images, about
one annotation per image. We also use the DriveLM-QA data from the original
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Open-vocabulary 3D Grounding

Complex Reasoning

”Where do I go to sleep?” ”Where do I do my homework?” ”Where do I sit down?”

3D Spatial Understanding

”Car farthest from me”
”Car right next to the cyclists.”

”Which car is closest to me?”

”Left cyclist.”
”Right cyclist.”

”Which car is right behind the 
white hatchback?”

”Which car is right next to the
forklift?”

”Car closest to me.”

”What should I use to 
cool down the room?”

”Where should I wash 
my hands?”

”What should I move to 
block sunlight?”

“Lily.” “Santa Clause.” “Christmas tree.” “Wooden dog.”

“Skateboard.” “Espresso machine.” “Printer.”

Fig. 2: Qualitative results of Cube-LLM 3D grounding in 3 aspects: open-
vocabulary understanding (top), complex reasoning (middle), and 3D spatial
understanding (bottom). Best viewed in color, zoomed.
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Table 2: Talk2Car Benchmark for 2D and 3D Grounding. We denote C as
Camera and L as LiDAR. †: we use the top-30 predicted boxes of CenterPoint [64]
as visual prompt as illustrated in Figure 4. APA and APB follow MSSG [12] that
apply di↵erent IoU threshold for each category.

Method Input
2D BEV 3D

AP0.5 APA APB APA APB

2D Specialist
Talk2Car-2D [18] C 50.5 - - - -
VL-Bert [50] C 63.1 - - - -
ViLBERT [36] C 68.9 - - - -
CMRT [38] C 69.1 - - - -
Stacked VLBert [14] C 71.0 - - - -
FA [17] C 73.5 - - - -

Cube-LLM (zero-shot) C 46.3 32.0 19.5 22.3 9.8
Cube-LLM C 79.2 46.3 30.1 34.7 18.2

3D Specialist
Talk2Car-3D [18] L + C - 30.6 24.4 27.9 19.1
MSSG [12] L + C - 50.1 35.7 45.4 23.7

Cube-LLM † L + C 76.3 71.4 61.2 64.1 39.8

Table 3: DriveLM-Grounding benchmark for 3D grounding. LV3D (2D)
indicates that only 2D data in the pre-train dataset is included. We finetune
Cube-LLM and LLaVA-1.5 [34] on the DriveLM-Grounding dataset. Cube-

LLM pre-trained with LV3D achieves a 99% improvement compared to LLaVA-
1.5 on the APBEV

A metric.

Method Pre-train Data
BEV 3D

APBEV
A APBEV

B AP3D
A AP3D

B

LLaVA-1.5 [34] LLaVA data 33.2 16.3 21.7 7.7
Cube-LLM LLaVA data 39.6 21.7 25.8 10.5
Cube-LLM LV3D (2D) 50.5 31.2 32.5 17.3
Cube-LLM LV3D 66.0 52.1 56.2 40.5

DriveLM to fine-tune Cube-LLM for complex reasoning tasks. The original
training split has 696 scenes in total. We use 600 scenes for training and 96
scenes for validation, which we include the DriveLM provided scenes for sample
evaluation and Talk2Car validation split scenes. We evaluate 3D grounding with
the same BEV AP and 3D AP metric as those in Talk2Car.

4.3 3D-Grounded Reasoning

Our results for 3D grounding on the Talk2Car dataset are detailed in Table
2, which is structured according to the input modalities used for 3D ground-
ing. The baselines that rely solely on camera inputs are only evaluated on
2D grounding, whereas those incorporating both camera and LiDAR inputs
are evaluated on both 2D and 3D grounding. Cube-LLM is pre-trained on
LV3D and fine-tuned on Talk2Car with resolution 672⇥ 672. We apply visual

Cube-LLM 11

Table 2: Talk2Car Benchmark for 2D and 3D Grounding. We denote C as
Camera and L as LiDAR. †: we use the top-30 predicted boxes of CenterPoint [64]
as visual prompt as illustrated in Figure 4. APA and APB follow MSSG [12] that
apply di↵erent IoU threshold for each category.

Method Input
2D BEV 3D

AP0.5 APA APB APA APB

2D Specialist
Talk2Car-2D [18] C 50.5 - - - -
VL-Bert [50] C 63.1 - - - -
ViLBERT [36] C 68.9 - - - -
CMRT [38] C 69.1 - - - -
Stacked VLBert [14] C 71.0 - - - -
FA [17] C 73.5 - - - -

Cube-LLM (zero-shot) C 46.3 32.0 19.5 22.3 9.8
Cube-LLM C 79.2 46.3 30.1 34.7 18.2

3D Specialist
Talk2Car-3D [18] L + C - 30.6 24.4 27.9 19.1
MSSG [12] L + C - 50.1 35.7 45.4 23.7

Cube-LLM † L + C 76.3 71.4 61.2 64.1 39.8

Table 3: DriveLM-Grounding benchmark for 3D grounding. LV3D (2D)
indicates that only 2D data in the pre-train dataset is included. We finetune
Cube-LLM and LLaVA-1.5 [34] on the DriveLM-Grounding dataset. Cube-

LLM pre-trained with LV3D achieves a 99% improvement compared to LLaVA-
1.5 on the APBEV

A metric.

Method Pre-train Data
BEV 3D

APBEV
A APBEV

B AP3D
A AP3D

B

LLaVA-1.5 [34] LLaVA data 33.2 16.3 21.7 7.7
Cube-LLM LLaVA data 39.6 21.7 25.8 10.5
Cube-LLM LV3D (2D) 50.5 31.2 32.5 17.3
Cube-LLM LV3D 66.0 52.1 56.2 40.5

DriveLM to fine-tune Cube-LLM for complex reasoning tasks. The original
training split has 696 scenes in total. We use 600 scenes for training and 96
scenes for validation, which we include the DriveLM provided scenes for sample
evaluation and Talk2Car validation split scenes. We evaluate 3D grounding with
the same BEV AP and 3D AP metric as those in Talk2Car.

4.3 3D-Grounded Reasoning

Our results for 3D grounding on the Talk2Car dataset are detailed in Table
2, which is structured according to the input modalities used for 3D ground-
ing. The baselines that rely solely on camera inputs are only evaluated on
2D grounding, whereas those incorporating both camera and LiDAR inputs
are evaluated on both 2D and 3D grounding. Cube-LLM is pre-trained on
LV3D and fine-tuned on Talk2Car with resolution 672⇥ 672. We apply visual

driveLM

Talk2Car

12 JH Cho et al.

Table 4: Inodoor 3D Grounding Benchmark. Here we compare Cube-LLM

trained on “small” subset of LV3D and the full LV3D. Although the subset and
full LV3D share the same indoor datasets, the added 2D data and outdoor 3D
data translate to better indoor 3D grounding result.

Pre-train Data
Objectron [2] ArkitScenes [6] SUN-RGBD [49]

mAPcls
3D mAPcls+loc

3D mAPcls
3D mAPcls+loc

3D mAPcls
3D mAPcls+loc

3D

LV3D-small 56.7 36.1 21.6 28.3 25.5 25.5
LV3D 69.8 45.4 23.5 31.8 29.7 28.8
� 13.1 9.3 1.9 3.5 4.2 3.3

Table 5: Referring Expression Comprehension Benchmark. We compare
Cube-LLM with other MLLMs for general 2D grounding tasks. Cube-LLM

consistently performs best in all data splits in refCOCO.

Models Size
RefCOCO RefCOCO+ RefCOCOg

val testA testB val testA testB val test Avg.

Specialist
MAttNet [66] 76.4 80.4 69.3 64.9 70.3 56.0 66.7 67.0 68.9
OFA-L [55] 80.0 83.7 76.4 68.3 76.0 61.8 67.6 67.6 72.7
TransVG [16] 81.0 82.7 78.4 64.8 70.7 56.9 68.7 67.7 71.4
UNITER [11] 81.4 87.0 74.2 75.9 81.5 66.7 74.0 68.7 76.2
VILLA [20] 82.4 87.5 74.8 76.2 81.5 66.8 76.2 76.7 77.8
UniTAB [63] 86.3 88.8 80.6 78.7 83.2 69.5 80.0 80.0 80.6
MDETR [27] 86.8 89.6 81.4 79.5 84.1 70.6 81.6 80.9 81.8

Generalist
LLaVA-1.5 [34] 7B 75.6 82.1 66.9 65.5 76.2 53.9 68.9 69.1 69.8
VisionLLM-H [57] 7B 86.7 - - - - - - - -
Shikra [10] 7B 87.0 90.6 80.2 81.6 87.4 72.1 82.3 82.2 82.9
Ferret [65] 7B 87.5 91.4 82.5 80.8 87.4 73.1 83.9 84.8 83.9
MiniGPT-v2 [9] 7B 88.7 91.7 85.3 80.0 85.1 74.5 84.4 84.7 83.8
LLaVA-G [68] 7B 89.2 - - 81.7 - - 84.8 - -
Qwen-VL [5] 7B 88.6 92.3 84.5 82.8 88.6 76.8 86.0 86.3 85.7
Cube-LLM 7B 90.9 92.6 87.9 83.9 89.2 77.4 86.6 87.2 87.0

Table 6: MLLM Benchmarks. We compare Cube-LLM with other MLLMs
for various visual question-answering tasks.

Model Size VQAv2 [23] GQA [26] VizWiz [24] SQAI [37] POPE [32]

BLIP-2 [30] 13B 41.0 41.0 19.6 61.0 85.3
InstructBLIP [15] 7B - 49.2 34.5 60.5 -
InstructBLIP [15] 13B - 49.5 33.4 63.1 78.9
IDEFICS [29] 9B 50.9 38.4 35.5 - -

Shikra [10] 13B 77.4 - - - -
Qwen-VL [5] 7B 78.8 59.3 35.2 67.1 -
Qwen-VL (chat) [5] 7B 78.2 57.5 38.9 68.2 -
miniGPT-v2 [9] 7B - 60.1 53.6 - -
LLaVA-1.5 [34] 7B 78.5 62.0 50.0 66.8 85.9
Cube-LLM 7B 78.3 62.4 51.0 69.2 87.1

Chain-of-Thought when predicting the 3D grounding. Remarkably, our camera-
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Region 
Captioning

Metric Depth 
Estimation

Coordinate 
Canonicalization

Segmentation

-0.5

0.5
0

cake shaped like a house
cake on a plate
girl wearing a purple shirt
blue stuffed animal

Clustering  

(b) 2D Context Extraction

Q:   How far is [A] from [B]?
A:         It’s [Distance].(e) Q&A Synthesis

Distance / Predicate 
Extraction

Human Alignment

(c) 2D Context to 3D Context(a) Semantic Filtering

Semantic Filtering

(d) Ambiguity Resolution

Figure 2 | An overview of our data synthesis pipeline. (a) We use CLIP to filter noisy internet images
and only keep scene-level photos. (b) We apply pre-trained expert models on internet-scale images
so that we get object-centric segmentation, depth and caption. (c) We lift the 2D image into 3D point
clouds, which can be parsed by shape analysis rules to extract useful properties like 3D bounding box.
(d) We avoid asking ambiguous questions by clustering object captions using CLIP similarity score (e)
We synthesize millions of spatial question and answers from object captions and extracted properties.

3. SpatialVLM

To equip VLMs with both qualitatively and quantitatively spatial reasoning capabilities, we propose
to generate a large-scale spatial VQA dataset, which is used to train VLMs. Concretely, we design a
comprehensive data generation framework which first leverages o�-the-shelf computer vision models
including open-vocabulary detection, metric depth estimation, semantic segmentation and object-
centric captioning models to extract object-centric contexts, and then adopts template-based approach
to generatemassive spatial VQAdata of reasonable quality. We train our SpatialVLMusing the generated
dataset to learn direct spatial reasoning capabilities, which we can then combine with the high-level
commonsense reasoning embedded in LLMs to unlock chain-of-thoughts spatial reasoning.

3.1. Spatial Grounding from 2D Images

We hypothesize that the reason for the lack of spatial reasoning capabilities of today’s VLMs is not their
architecture, but the lack of spatial reasoning training data. Following this insight, we design a pipeline
that generates VQA data containing spatial reasoning questions. The pipeline is summarized in in
Figure 2 and described in detail as follows.

Semantic Filtering While internet-scale image-captioning datasets have been widely used in VLM
training [12], many images in these datasets are not suitable for synthesizing spatial reasoning QA,
due to the fact that they either consist of a single object or don’t have a scene background (e.g. product
pictures on shopping websites or screenshots of computer screen). Therefore, as the first step in our
data synthesis pipeline, we adopt a CLIP-based open-vocabulary classification model to classify all
images and rule out those that are not suitable.
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Qualitative Q & A Quantitative Q & A

Find out if the girl 
wearing a purple shirt is 
situated behind or in 
front of the girl wearing a 
blue sweatshirt.

It's the woman 
wearing white shirt.

Measure the distance 
from the cake shaped like 
a house to the girl 
wearing a purple shirt?

Around half a meter

Does the stool lie in front 
of the microwave oven?

Yes, the stool is in front 
of the microwave oven.

Can you provide the 
distance measurement 
between the microwave 
oven and the kitchen 
counter?

They are 1 meter apart.

Is the plate positioned 
on the left or right side of 
the green and yellow 
napkin?

The plate is to the 
right.

How wide is the plate? 20 centimeters

Figure 3 | Example data entries from the synthetic dataset. Given the output of vision expert
models, we follow a set of question generation template to generate both quantitative and qualitative
question-answer pairs to highlight the diversity of the dataset. The spatial concepts are highlighted in
blue. Such visual question-answer pairs can be easily mixed together with other captioning or question
answering datasets and use the same training objectives.

The answers to the questions are obtained through appropriate functions that we develop, which take
as input the segmented point clouds and 3D bounding boxes of the relevant objects.

We designate 38 di�erent types of qualitative and quantitative spatial reasoning questions, each
featuring around 20 question templates and 10 answer templates (we show examples in Appendix. A.3).
We also add bias the sampling to encourage concise answers. Finally we introduce a human-aligned
rounding mechanism in Appendix A.2 to make number roundings in a human-like way. Using such
an approach, we are able to generate ample question answering data pairs for the monocular camera
images in webli and vqa datasets. Fig 3 shows several example synthetic question answering pairs
we obtained. In total, we create a massive dataset with 10million images and 2 billion direct spatial
reasoning QA pairs, featuring 50% qualitative questions and 50% quantitative questions. Thanks to
the diversity of object captions and distance units, our synthetic dataset features significant diversity
in terms of object description, question type and phrasing.

3.3. Learning Spatial Reasoning

Direct Spatial Reasoning is defined as following, a Vision-Language Model takes as input an image
I and a query Q of a spatial task, and output an answerA, in the format of a text string, without using
external tools or interacting with other large models. We adopt the same architecture and training
procedure of PaLM-E [18] except replacing PaLM [14] backbone with PaLM 2-S [3], a smaller variant.
We then train our model using a mixture of the original PaLM-E dataset and our dataset, with 5% of
tokens dedicated to spatial reasoning tasks. Similar to PaLM-E, our method has the ability to perform
VQA as well as basic embodied planning when combined. The key di�erence is that it can answer spatial
reasoning questions about both binary predicates and quantitative estimations.

Chain-of-Thought Spatial Reasoning Many real-world tasks require multiple steps of spatial rea-
soning. For example, to determine if object A can fit into object B, one would need to reason about
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GPT-4V LLaVA-1.5 InstructBLIP PaLI PaLM-E PaLM 2-E Ours

Output numbers % 1.0% 20.9% 26.0% 52.0% 83.2% 88.8% 99.0%
In range [50, 200]% 0.0% 13.0% 7.9% 5.3% 23.7% 33.9% 37.2%

Table 2 | Accuracy of di�erent VLMs on quantitative questions about spatial relationship. As
can be seen from this table, first, our method outputs valid format more often (99.0% of the time)
than baseline methods. Second, our method outputs quantitative distance estimation that is closer
to ground truth annotated by human more often than baseline methods.

Figure 5 | Given a sequence of images where the robot gripper is approaching the coke can, we ask
SpatialVLM “What is the distance between the yellow gripper and the coke can". We are able to get
accurate and monotonically decreasing distance estimations.

VLM answers that fall into half to twice of the ground truth value to represent how accurate the VLM’s
estimates are. The results are shown in Table. 2, and it is shown that our model performs better on both
metrics than baselineswith largemargins. We observed that baseline VLMs are reluctant to give answers
consisting of numbers. For example, replying “No." to questions like “Can you tell me the distance between
...". This is likely due the the distribution of the training data. Additionally, we find that state-of-the-art
VLMGPT-4V often refrain from generating answers about distance in SI units with a disclaimer text “I’m
sorry, but I cannot provide an exact distance as the image does not o�er precise references formeasurement..".
Our approach SpatialVLM achieves significantly higher success rate than all baselines, achieving in-
range results on almost half of the questions. This performance is remarkable given that the human
annotations are noisy, and agreement among annotators are not often guaranteed (Appendix. A.1). To
better understand our model’s performance and limitations, we visualized the relative error against the
ground truth value in Fig. 11 in the Appendix. We found that SpatialVLM does well on medium range
scenes like those with objects 1�10meters from the camera. This coincides with the range where our
monocular depth estimator [6] reliably outputs metric accurate depth estimations, which indicates that
our method inherits the biases and limitations from expert vision models in the data synthesis pipeline.

4.2. E�ect of Spatial VQA Data to General VQA

The second question we want to answer is: since we co-train with a considerable amount of spatial VQA
data, whether the performance of VLM in other tasks will degrade as a result. We compared our model
with the vanilla PaLM 2-E trained without the spatial VQA dataset on general VQA benchmarks, and
as summarized in Table. 3, our model achieves comparable performance as PaLM 2-E on the OKVQA
benchmark, in which limited spatial reasoning questions are included, and performs slightly better
on VQA-v2 test-dev benchmark, which includes spatial reasoning questions. This seem to suggest that
VLMs are generally underfitting in the distribution of tasks close to spatial reasoning, and can benefit
from spatial VQA supervisions without hurting their general VQA capabilities.
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SpatialVLM: Endowing Vision-Language Models with Spatial Reasoning Capabilities

Method GPT-4V LLaVA-1.5 InstructBLIP PaLI PaLM-E PaLM 2-E Ours

Accuracy 68.0% 71.3% 60.4% 60.7% 50.2% 50.4% 75.2%

Table 1 | Accuracy of di�erent VLMs on binary predicate prediction tasks. Our proposed method
outperform baselines on binary predicate prediction tasks by a large margin owing to the addition
of synthetic data.

PaLI [12]. An encoder-decoder VLM trained on multi-lingual corpora, it shows state-of-the-art per-
formance on captioning and visual-question answering tasks. We used PaLI-X 55B variant in our
experiments.

PaLM-E [18]. A VLM trained on internet-scale vision, language, and vision-language data, as well as
robotics data. It shows state-of-the-art performance in OKVQA benchmark, as well as being capable
of robot planning tasks. We used PaLM-E 12B across our experiments.

PaLM2-EThe vanilla PaLM2-E is an updated version of PaLM-E[18]with exact same training procedure
but a more recent LLM backbone. Due to the shared network architecture and training procedure with
SpatialVLM, vanilla PaLM 2-E naturally serves as the baseline to study the e�ect of generated data. In
the rest of the paper, unless specifically noted, PaLM 2-E corresponds to PaLM 2-S in terms of parameter
count following the naming convention in PaLM 2 technical report [3].

Finally, we consider open source models like LLaVA-1.5 [45] and InstructBLIP [17].

4.1. Spatial VQA performance

To stress-test the VLM’s spatial reasoning capabilities, a spatial reasoning VQA benchmark with guar-
anteed performance grounding is required. However, there is not such a proper benchmark available
in the literature. Therefore, we created a benchmark by having human annotators label a diverse set
of “direct” qualitative and quantitative VQAs on a subset of WebLI images [12], which are unseen to
all VLMs during the training phase. The benchmark questions and answers are diverse and freeform,
following the synthetic data generation pattern described in Section 3.2 (details in Appendix. A.1). We
annotated 331 qualitative spatial reasoning VQA pairs and 215 quantitative spatial reasoning VQA pairs.

Qualitative Spatial VQA For such questions, both the human annotated answers and VLM outputs
are freeform natural language. Therefore, to evaluate the performance of the VLMs, we use human
raters to determine if an answer is correct, and show the success rates of the VLMs in Table. 1. It is
shown that SpatialVLM is able to achieve significantly higher accuracy compared to all baselines that
are not trained using the synthetic spatial VQA data, surpassing other vision-languagemodels including
GPT-4V. Among the baselines, the second best model is LLaVA-1.5, which might be caused by their
use of bounding boxes and corresponding captions in visual instruction tuning. Anecdotally, we found
LLaVA-1.5 performs well in 2D spatial relationship inference, but inferior to our models in 3D spatial
reasoning. This experiment suggests that large and high-quality spatial reasoning data is key to spatial
reasoning capabilities, which are not present in pretraining datasets of state-of-the-art VLMs.

Quantitative Spatial VQA For these questions, both human annotator answers and the VLM outputs
are natural language descriptions of distance, height, elevation, etc, using their preferred units. We
design twometrics for evaluating the performance of theVLM. First, weuse the success rate of theVLM to
produce a number to reflect if the VLM is able to understand the quantitative spatial reasoning question.
Second, since the answer can range widely from centimeters to kilometers, we use percentages of the
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Decoder Only LLM

"This Walnut and 
Blue Cheese Stuffed 
Mushrooms recipe is 
sponsored by Fisher 
Nuts." Image Encoder 

VL Connector

Image Resolution: 
— Larger Images; 
— Multi-Scale Inputs.

Image Encoder 
Pretraining: 
— Contrastive Loss; 
— Reconstructive Loss

Connector Types: 
— Average Pooling 
— Attention Pooling 
— C-Abstractor

Model Ablations

MM1
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Loss

Text 
Only 
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Synthetic 
Data
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Image + 
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Training 
hyperparameters as 
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Data Ablations

Use of text only 
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Fig. 3: Left: Model ablations: what visual encoder to use, how to feed rich visual data,
and how to connect the visual representation to the LLM. Right: Data ablations: type
of data, and their mixture.

More concretely, we use a smaller base configuration of our model that we
ablate from. We modify one component at a time, either an architectural module
or a data source, and assess the impact of the design choice for each of these
components. This allows us to arrive to the final model-data configuration that
we scale up, both in terms of model parameters as well as training time. The
base configuration for ablations is as follows:

– Image Encoder: A ViT-L/14 [27] model trained with a CLIP loss [91] on
DFN-5B [31] and VeCap-300M [57]; images of size 336⇥336.

– Vision-Language Connector: C-Abstractor [12] with 144 image tokens.
– Pre-training Data: A mix of captioned images (45%), interleaved image-

text documents (45%), and text-only (10%) data.
– Language Model: A 1.2B transformer decoder-only language model.

To evaluate the different design decisions, we use zero-shot and few-shot (4-
and 8-shot) performance on a variety of captioning and VQA tasks: COCO Cap-
tioning [18], NoCaps [2], TextCaps [103], VQAv2 [38], TextVQA [104], VizWiz [39],
GQA [46], and OK-VQA [82].

3.2 Model Architecture Ablations

In this work, we analyze components that enable an LLM to process visual data.
Specifically, we investigate (1) how to best pre-train a visual encoder, and (2)
how to bridge the visual features to the space of the LLM (see Figure 3, left).
Image Encoder Pre-training. Most MLLMs use a CLIP pre-trained image
encoder [24, 74, 76, 124], while recent works also started to explore vision-only
self-supervised models, such as DINOv2 [73,108], as the image encoder. Similar
to these prior works, we find that the choice of the pre-trained image encoder
can substantially impact downstream results both after multimodal pre-training
and after instruction tuning. Here, we primarily ablate the importance of image
resolution and image encoder pre-training objective. Note that unlike the rest
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Model Shot Captioning Visual Question Answering

COCO NoCaps TextCaps VQAv2 TextVQA VizWiz OKVQA

MM1-3B Model Comparisons

Flamingo-3B [3] 0† 73.0 – – 49.2 30.1 28.9 41.2
8 90.6 – – 55.4 32.4 38.4 44.6

MM1-3B 0 73.5 55.6 63.3 46.2 29.4 15.6 26.1
8 114.6 104.7 88.8 63.6 44.6 46.4 48.4

MM1-7B Model Comparisons

IDEFICS-9B [58] 0† 46.0* 36.8 25.4 50.9 25.9 35.5 38.4
8 97.0* 86.8 63.2 56.4 27.5 40.4 47.7

Flamingo-9B [3] 0† 79.4 – – 51.8 31.8 28.8 44.7
8 99.0 – – 58.0 33.6 39.4 50.0

Emu2-14B [105] 0† – – – 52.9 – 34.4 42.8
8 – – – 59.0 – 43.9 –

MM1-7B 0 76.3 61.0 64.2 47.8 28.8 15.6 22.6
8 116.3 106.6 88.2 63.6 46.3 45.3 51.4

MM1-30B Model Comparisons

IDEFICS-80B [58]
0† 91.8* 65.0 56.8 60.0 30.9 36.0 45.2
8 114.3* 105.7 77.6 64.8 35.7 46.1 55.1
16 116.6* 107.0 81.4 65.4 36.3 48.3 56.8

Flamingo-80B [3]
0† 84.3 – – 56.3 35.0 31.6 50.6
8 108.8 – – 65.6 37.3 44.8 57.5
16 110.5 – – 66.8 37.6 48.4 57.8

Emu2-37B [105]
0 – – – 33.3 26.2 40.4 26.7
8 – – – 67.8 49.3 54.7 54.1
16 – – – 68.8 50.3 57.0 57.1

MM1-30B
0 70.3 54.6 64.9 48.9 28.2 14.5 24.1
8 123.1 111.6 92.9 70.9 49.4 49.9 58.3
16 125.3 116.0 97.6 71.9 50.6 57.9 59.3

Table 3: Multimodal pre-training evaluations. (*) IDEFICS includes PMD in its train-
ing data (includes COCO). (†) These models include two text-only demonstrations in
their “0” prompt, whereas MM1 does not. For the full table, see Table 6 in Appendix.

shot, as shown in Table 3, and compare against the few approaches that report
few-shot pre-training performance. Note that we only compare our model with
larger models, e.g., comparing our 30B model with two 80B models.

When it comes to few-shot performance, MM1 outperforms all published
prior work for pre-trained MLLMs. We see superior performance at 30B across
captioning benchmarks and the VizWiz-QA benchmark. On VQAv2, TextVQA,
OKVQA, at that scale we are comparable to Emu2 [105]. For zero-shot perfor-
mance7, even without instruction fine-tuning, our models perform favorably on

7 We provide zero-shot results as a reference for the associated few-shot numbers, but
we intentionally do not hill-climb on zero-shot metrics as they are mostly indicative
of how well the pre-training mixture matches the associated evaluation task format.

14 B. McKinzie et al.

Model VQAv2 VQAT SQAI MMMU MathV MMEP MMEC MMB SEED POPE LLaVAW MM-Vet

3B Model Comparison

MobileVLM [20] – 47.5 61.0 –/– – 1288.9 – 59.6 –/– 84.9 – –
LLaVA-Phi [135] 71.4 48.6 68.4 –/– – 1335.1 – 59.8 –/– 85.0 – 28.9
Imp-v1 [99] 79.45 59.38 69.96 –/– – 1434.0 – 66.49 – 88.02 – 33.1
TinyLLaVA [133] 79.9 59.1 69.1 –/– – 1464.9 – 66.9 –/– 86.4 75.8 32.0
Bunny [42] 79.8 – 70.9 38.2/33.0 – 1488.8 289.3 68.6 62.5/– 86.8 – –
Gemini Nano-2 [106] 67.5 65.9 – 32.6/– 30.6 – – – – – – –
MM1-3B-Chat 82.0 71.9 69.4 33.9/33.7 32.0 1482.5 279.3 67.8 63.0/68.8 87.4 72.1 43.7
MM1-3B-MoE-Chat 82.5 72.9 76.1 38.6/35.7 32.6 1469.4 303.1 70.8 63.9/69.4 87.6 76.8 42.2

7B Model Comparison

InstructBLIP-7B [24] – 50.1 60.5 –/– 25.3 – – 36.0 53.4/– – 60.9 26.2
Qwen-VL-Chat-7B [5] 78.2 61.5 68.2 35.9/32.9 – 1487.5 360.7 60.6 58.2/65.4 – – –
LLaVA-1.5-7B [74] 78.5 58.2 66.8 –/– – 1510.7 316.1 64.3 58.6/66.1 85.9 63.4 31.1
ShareGPT4V-7B [15] 80.6 60.4 68.4 –/– – 1567.4 376.4 68.8 –/– – 72.6 –
LVIS-Ins4V-7B [113] 79.6 58.7 68.3 –/– – 1528.2 – 66.2 60.6/– 86.0 67.0 31.5
VILA-7B [71] 79.9 64.4 68.2 –/– – 1531.3 – 68.9 61.1/– 85.5 69.7 34.9
SPHINX-Intern2 [36] 75.5 – 70.4 –/– 35.5 1260.4 294.6 57.9 68.8/– 86.9 57.6 36.5
LLaVA-NeXT-7B [75] 81.8 64.9 70.1 35.8/– 34.6 1519 332 67.4 –/70.2 86.53 81.6 43.9
MM1-7B-Chat 82.8 72.8 72.6 37.0/35.6 35.9 1529.3 328.9 72.3 64.0/69.9 86.6 81.5 42.1
MM1-7B-MoE-Chat 83.4 73.8 74.4 40.9/37.9 40.9 1597.4 394.6 72.7 65.5/70.9 87.8 84.7 45.2

30B Model Comparison

Emu2-Chat-37B [105] 84.9 66.6 – 36.3/34.1 – – – – 62.8/– – – 48.5
CogVLM-30B [114] 83.4 68.1 – 32.1/30.1 – – – – – – – 56.8
LLaVA-NeXT-34B [75] 83.7 69.5 81.8 51.1/44.7 46.5 1631 397 79.3 –/75.9 87.73 89.6 57.4
MM1-30B-Chat 83.7 73.5 81.0 44.7/40.3 39.4† 1637.6 431.4 75.1 65.9/72.1 87.6 89.3 48.7

Gemini Pro [106] 71.2 74.6 – 47.9/– 45.2 – 436.79 73.6 –/70.7 – – 64.3
Gemini Ultra [106] 77.8 82.3 – 59.4/– 53.0 – – – – – – –
GPT4V [1] 77.2 78.0 – 56.8/55.7 49.9 – 517.14 75.8 67.3/69.1 – – 67.6

Table 4: Comparison with SOTA models on MLLM benchmarks. VQAv2 [38]; VQAT:
TextVQA [104]; SQAI: ScienceQA-IMG [81]; MMMU [128]; MathV: MathVista [80];
MMEP/C: the Perception/Cognition split of MME [33]; MMB: MMBench [78]; SEED:
SEED-Bench [62]; POPE [68]; LLaVAW: LLaVA-Bench (In-the-Wild) [76]; MM-
Vet [127]. The two numbers reported in MMMU denote the performance on the val and
test split, respectively. The two numbers reported in SEED denote the performance on
the whole SEED-Bench and the image part, respectively. (†) 8-shot prompting: 44.4.

Specifically, we first downsample the input image to 672⇥672 as a high-level
representation, and also resize the input image to 1344⇥1344 and divide the
resized image into 4 sub-images of 672⇥672, which preserve more detailed visual
information. Using positional embedding interpolation for each sub-image, we
can support image resolution as high as 1792⇥1792 in experiments.

5.1 SFT Results

Comparison with SOTA. Results are summarized in Table 4. We use “-Chat”
to denote our MM1 models after SFT. First, on average, MM1-3B-Chat and
MM1-7B-Chat outperforms all listed models of the same size, setting a new
state of the art for these model sizes. MM1-3B-Chat and MM1-7B-Chat show
particularly strong performance on VQAv2, TextVQA, ScienceQA, and also the
more recent benchmarks (MMMU and MathVista).

Second, we explore two MoE models: (i) 3B-MoE with 64 experts, and (ii)
7B-MoE with 32 experts. Our MoE models achieve uniformly better performance
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Mixed-Modal Auto-Regressive LM

TEXT PROMPT

“What can I bake 
with this?”

TEXT OUTPUT

“Here is a recipe for 
banana bread.”

Image Tokenizer

Image De-Tokenizer

IMAGE PROMPT

IMAGE OUTPUT

Start
Image

Start
Image

End
Image

End
Image

Start
Image

Start
Image

End
Image

Mixed Modal Auto-Regressive LM

(a) Mixed-Modal Pre-Training (b) Mixed-Modal Generation

Figure 1 Chameleon represents all modalities — images, text, and code, as discrete tokens and uses a uniform
transformer-based architecture that is trained from scratch in an end-to-end fashion on ⇠10T tokens of interleaved
mixed-modal data. As a result, Chameleon can both reason over, as well as generate, arbitrary mixed-modal documents.
Text tokens are represented in green and image tokens are represented in blue.

Extensive evaluations demonstrate that Chameleon is a broadly capable model on a diverse set of tasks.
On visual question answering and image captioning benchmarks, Chameleon-34B achieves state-of-the-art
performance, outperforming models like Flamingo, IDEFICS and Llava-1.5 (Section 5.2). At the same time,
it maintains competitive performance on text-only benchmarks, matching models like Mixtral 8x7B and
Gemini-Pro on commonsense reasoning and reading comprehension tasks (Section 5.1). But perhaps most
impressively, Chameleon unlocks entirely new capabilities in terms of mixed-modal reasoning and generation.

As using only static, public benchmarks to evaluate model performance could be limited (Schaeffer, 2023), we
also conduct a carefully designed human evaluation experiment by measuring the quality of mixed-modal
long form responses to open-ended prompts. Chameleon-34B substantially outperforms strong baselines like
Gemini-Pro and GPT-4V (Section 4), achieving a 60.4% preference rate against Gemini-Pro and a 51.6%
preference rate against GPT-4V in pairwise comparisons.

In summary, we present the following contributions:

• We present Chameleon, a family of early-fusion token-based mixed-modal models capable of reasoning
over and generating interleaved image-text documents, setting a new bar for open multimodal foundation
models.

• We introduce architectural innovations and training techniques that enable the stable and scalable
training of early-fusion token-based models, addressing key challenges in mixed-modal learning.

• Through extensive evaluations, we demonstrate state-of-the-art performance across a diverse set of
vision-language benchmarks, while maintaining competitive performance on text-only tasks, and high
quality image generation, all in the same model.

• We conduct the first large-scale human evaluation on open-ended mixed-modal reasoning and generation,
demonstrating the unique capabilities of Chameleon in this new setting.

Chameleon represents a significant step towards realizing the vision of unified foundation models capable of
flexibly reasoning over and generating multimodal content.
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Chameleon

• Training - Stage 1 

• 2.9T text-only tokens 

• 1.5T text-image (caption) tokens 

• 0.4T interleaved text-image tokens 

• Training - Stage 2 

• Stage 1 data (50% weight) 

• “Higher quality datasets” 

• 0.8M - 4M GPU hours 

• Alignment 

• LLama2, CodeLLama, own data (sourced from external vendors) 

• Various safety data

Prompt: Can you write a poem using
rhyming couplets?
Response: Sure, here’s a short poem
using rhyming couplets:

The sun sets in the sky,
A beautiful sight to the eye.
The stars come out to play,
A magical sight to behold.

The wind whispers through the
trees,
A gentle breeze that brings ease.
The birds sing their sweet melodies,
A soothing sound that calms the soul.

The world is full of wonder,
A place of beauty and thunder.
So let us cherish every moment,
And bask in the beauty all around us.

(a) Text

Prompt: Given a list of integers,
find the first number that ap-
pears at least twice.
Response:
def find_duplicate(my_list):

seen = set()
for num in my_list:

if num in seen:
return num

seen.add(num)
return None

(b) Code

Prompt: Renaissance square of
Stepanakert
Response:

(c) Image Generation

Prompt: Which elements contribute to this flower
arrangement’s distinctiveness, and what sets its sur-
roundings apart?
Response: The image features an autumnal-themed
floral arrangement in a classically designed vase.
The arrangement stands out with its striking com-
bination of red maple leaves, purple flowers, and
pink-red roses. The vase’s rosettes give it an antique
design. In the background, blurry green vegetation
is visible, creating a contrast to the autumnal theme
of the bouquet. The red maple leaves, both in the
arrangement and scattered around the vase, evoke
autumn, while the green vegetation suggests a more
summer-like setting. The outdoor setting is bright
and sunny, adding to the contrast between the ar-
rangement and its settings.

(d) Visual Chat

Gyumri is an urban municipal community and the
second-largest city in Armenia, serving as the ad-
ministrative center of Shirak Province in the north-
western part of the country.

Archaeological excavations conducted throughout
the Soviet period have shown that the area of
modern-day Gyumri has been populated since at
least the third millennium BC.

(e) Interleaved Text/Image Generation

Figure 7 Example alignment data for different categories.

sequence, inserting a distinct token to delineate the end of a prompt and the beginning of an answer. We
use an autoregressive training objective, selectively masking the loss for the prompt tokens. This targeted
approach allows us to optimize the model exclusively based on the answer tokens, which provides slight gains
overall. We also apply a dropout of 0.05. Additionally, we maintain the same zloss that was used during
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• Stability: Divergence is mid-to-late training 

• Vision and language tokens compete 
through norm growth 

• One diminishes other in softmax for 
attention 

• QK-Norm 

• Change in transformer block 

• No dropout 

• Used 34B model, 7B not retrained

(a) Training Curves for 600k steps for
Chameleon-7B and Chameleon-34B
over Mixed-Modal Data.

(b) Training loss curve with image gen-
eration disabled does not suffer from
instability issues.

(c) For Chameleon-34B, using
dropout does not fix divergences,
both with and without norm-
reordering.

Figure 6 Training loss curves for Chameleon models under various settings.

In Figure 5b, we show training loss curves for Chameleon-7B with and without QK-Norm, and the latter
diverges after approximately 20% of a training epoch.

We found that to stabilize Chameleon-7B by controlling norm growth, it was necessary to introduce dropout
after the attention and feed-forward layers, in addition to QK-norm (see Figure 5c). However, this recipe was
not enough to stabilitize, Chameleon-34B, which required an additional re-ordering of the norms. Specifically,
we use the strategy of normalization proposed in Liu et al. (2021), within the transformer block. The benefit
of the Swin transformer normalization strategy is that it bounds the norm growth of the feedforward block,
which can become additionally problematic given the multiplicate nature of the SwiGLU activation function.
If h represents the hidden vector at time-step t after self-attention is applied to input x,

Chameleon-34B: h = x+ attention_norm(attention(x))
output = h+ ffn_norm(feed_forward(h))

Llama2: h = x+ attention(attention_norm(x))

output = h+ feed_forward(ffn_norm(h))

There was no difference in perplexity when training a model from scratch with and without the normalization
re-ordering until the divergence of the LLaMa-2 parameterization. Additionally, we found that this type of
normalization did not work well in combination with dropout and therefore, we train Chameleon-34B without
dropout (Figure 6c). Furthermore, we retroactively found that Chameleon-7B can also be stably trained
without dropout, when using norm-reordering, but QK-norm is essential in both cases. We plot training
curves for the first 600k steps for both Chameleon-7B and Chameleon-34B in Figure 6a.

Optimization Our training process uses the AdamW optimizer (Loshchilov and Hutter, 2017), with �1 set
to 0.9 and �2 to 0.95, with an ✏ = 10�5. We use a linear warm-up of 4000 steps with an exponential decay
schedule of the learning rate to 0. Additionally, we apply a weight decay of 0.1 and global gradient clipping at
a threshold of 1.0. We use a dropout of 0.1 (Srivastava et al., 2014) for Chameleon-7B for training stability,
but not for Chameleon-34B (see Figure 5c and 6c).

The application of QK-Norm while helping the inner softmaxes within the Transformer does not solve the
problem of logit shift in the final softmax. Following Chowdhery et al. (2022); Wortsman et al. (2023),
we apply z-loss regularization. Specifically, we regularize the partition function Z of the softmax function
�(x)i =

exi

Z where Z =
P

i e
xi by adding 10�5 log2 Z to our loss function.

For Chameleon-7B it was important to use both dropout and z-loss to achieve stability, while Chameleon-34B
only required z-loss (Figure 6c).

Chameleon-7B was trained with a global batch size of 223 (⇠ 8M) tokens and Chameleon-34B was trained
with a global batch size of 3⇥ 222 (⇠ 12M) tokens. We do 2.1 epochs over our full training dataset for a total
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If h represents the hidden vector at time-step t after self-attention is applied to input x,

Chameleon-34B: h = x+ attention_norm(attention(x))
output = h+ ffn_norm(feed_forward(h))

Llama2: h = x+ attention(attention_norm(x))

output = h+ feed_forward(ffn_norm(h))

There was no difference in perplexity when training a model from scratch with and without the normalization
re-ordering until the divergence of the LLaMa-2 parameterization. Additionally, we found that this type of
normalization did not work well in combination with dropout and therefore, we train Chameleon-34B without
dropout (Figure 6c). Furthermore, we retroactively found that Chameleon-7B can also be stably trained
without dropout, when using norm-reordering, but QK-norm is essential in both cases. We plot training
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Optimization Our training process uses the AdamW optimizer (Loshchilov and Hutter, 2017), with �1 set
to 0.9 and �2 to 0.95, with an ✏ = 10�5. We use a linear warm-up of 4000 steps with an exponential decay
schedule of the learning rate to 0. Additionally, we apply a weight decay of 0.1 and global gradient clipping at
a threshold of 1.0. We use a dropout of 0.1 (Srivastava et al., 2014) for Chameleon-7B for training stability,
but not for Chameleon-34B (see Figure 5c and 6c).

The application of QK-Norm while helping the inner softmaxes within the Transformer does not solve the
problem of logit shift in the final softmax. Following Chowdhery et al. (2022); Wortsman et al. (2023),
we apply z-loss regularization. Specifically, we regularize the partition function Z of the softmax function
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only required z-loss (Figure 6c).

Chameleon-7B was trained with a global batch size of 223 (⇠ 8M) tokens and Chameleon-34B was trained
with a global batch size of 3⇥ 222 (⇠ 12M) tokens. We do 2.1 epochs over our full training dataset for a total
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(a) Uncontrolled growth of output
norms is a strong indicator of future
training divergence.

(b) An ablation with Chameleon-7B
with and without QK-Norm.

(c) An ablation with Chameleon-7B
with and without dropout.

Figure 5 Output norm and training loss curves for Chameleon models under various settings.

Text-Image: The text-image data for pre-training is a combination of publicly available data sources and
licensed data. The images are then resized and center cropped into 512 ⇥ 512 images for tokenization. In
total, we include 1.4 billion text-image pairs, which produces 1.5 trillion text-image tokens.

Text/Image Interleaved: We procure data from publicly available web sources, not including data from Meta’s
products or services, for a total of 400 billion tokens of interleaved text and image data similar to Laurençon
et al. (2023). We apply the same filtering for images, as was applied in Text-To-Image.

2.2.2 Second Stage

In the second stage, we lower the weight of the first stage data by 50% and mix in higher quality datasets
while maintaining a similar proportion of image text tokens.

We additionally include a filtered subset of the train sets from a large collection of instruction tuning sets.

2.3 Stability

It was challenging to maintain stable training when scaling the Chameleon models above 8B parameters
and 1T tokens, with instabilities often only arising very late in training. We adopted to following recipe for
architecture and optimization to achieve stability.

Architecture Our architecture largely follows LLaMa-2 (Touvron et al., 2023). For normalization, we continue
to use RMSNorm (Zhang and Sennrich, 2019); we use the SwiGLU (Shazeer, 2020) activation function and
rotary positional embeddings (RoPE) (Su et al., 2021).

We found that the standard LLaMa architecture showed complex divergences due to slow norm growth in the
mid-to-late stages of training. We narrowed down the cause of the divergence to the softmax operation being
problematic when training with multiple modalities of significantly varying entropy due to the translation
invariant property of softmax (i.e., softmax(z) = softmax(z+ c)). Because we share all weights of the model
across modalities, each modality will try to “compete” with the other by increasing its norms slightly; while
not problematic at the beginning of training, it manifests in divergences once we get outside the effective
representation range of bf16 (In Figure 6b, we show that ablations without image generation did not diverge).
In a unimodal setting, this problem has also been named the logit drift problem (Wortsman et al., 2023). In
Figure 5a, we plot the norms of the output of the last transformer layer as training progresses and we find
that although training divergences can manifest after as much as even 20-30% of training progress, monitoring
uncontrolled growth of output norms is strongly correlated with predicting future loss divergence.

The softmax operation appears in two places in transformers: the core attention mechanism and the softmax
over the logits. As inspired by Dehghani et al. (2023) and Wortsman et al. (2023), we first deviate from
the Llama architecture by using query-key normalization (QK-Norm). QK-Norm directly controls the norm
growth of input to the softmax by applying layer norm to the query and key vectors within the attention.
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Chameleon

• Human evaluation 

• Similar or better than GPT-4V and 
Gemini 

• XX+ use DALL-E image generation 
outputs

Prompt: I’m bored. Could you show me some cool, quirky-looking birds? Also tell me about them in 2–3
sentences.

Response: Absolutely! Here are three birds with some unique features that
you might find interesting:

Keel-Billed Toucan The Keel-Billed Toucan is a brightly colored bird
native to South American rainforests and woodlands. Its most distinctive
feature is its colorful beak, which can grow up to seven inches long and has a
distinctive, curved shape. The beak is used for plucking fruit from trees and
for social displays. Despite its large size, the Keel-Billed Toucan is a skilled
flyer and can often be seen flitting through the treetops. Here is an image of
this vibrant bird: <img>

Puffin Puffins are small, aquatic birds that are found in the northern hemisphere.
They have distinctive black and white feathers, as well as a brightly colored
beak that is used for attracting mates and defending their territory. Puffins
are known for their distinctive "puffin" call, which sounds like a loud, guttural
chuckle. They feed on fish, which they catch by diving into the water from the
air. Puffins are colonial birds, and they breed in large colonies on rocky cliffs
and islands. Here is an image of this adorable bird: <img>

Golden Pheasant The Golden Pheasant is a brightly colored bird native to the
forests of China. It is a member of the pheasant family and is known for its
striking plumage, which features a golden-yellow body, red face, and green tail
feathers. The Golden Pheasant is a ground-dwelling bird, and it feeds on a diet
of insects, seeds, and fruits. It is a popular game bird, and is often hunted for
its meat and feathers. In captivity, the Golden Pheasant is sometimes kept as
an ornamental bird, due to its striking appearance. Here is an image of this
beautiful bird: <img>

I hope these images and descriptions have helped to brighten your day! If you have any other questions
or requests, please don’t hesitate to ask.

Figure 2 Sample interleaved image and text generation from Chameleon. The corresponding images are generated in
locations marked by <img>.

3

2 Pre-Training

Chameleon represents images, in addition to text, as a series of discrete tokens and takes advantage of the
scaling properties of auto-regressive Transformers (Ramesh et al., 2021; Aghajanyan et al., 2022, 2023; Yu
et al., 2023). We present any ordering of images and text during training ranging from text-only, to single
text/image pairs to full interleaved text-image documents.

Prompt: <img> While chameleons are masters of camouflage in the natural
world, let’s see how they might fare in a man-made setting.
1. Analyze the colors, patterns, and textures in this image and identify the
most challenging spot for a chameleon to blend in.
2. Then generate an image of a chameleon with the optimal pattern to
camouflage itself.
3. Then, rate and explain how successful each attempt is on a scale from 1-10.

Response: The image is of a stop sign in a forested area, with some sunlight filtering through the trees.
The sign has a red octagonal shape with a white border and the word "STOP" written in white letters.
In the background, there are green leaves and trees.

Challenging Spot for a Chameleon: The stop sign would be the most challenging spot for a chameleon
to blend in due to its bright red color and bold white letters, which would stand out in the forested
environment.

Optimal Pattern for Camouflage: To camouflage itself on the stop sign, a chameleon would need
to have a pattern that would break up its outline and make it less conspicuous. A pattern with shades

of brown and red would help the chameleon blend in more effectively.
Additionally, a mottled or dappled pattern would help to scatter
light and further reduce the chameleon’s visibility.
<img>
Rating and Explanation: A rating of 2/10 would be given for
the chameleon’s ability to blend in on the stop sign. While the
chameleon’s green and brown pattern helps to break up its outline,
the bright red color of the stop sign will still make it stand out in
the forested environment.

Figure 3 Sample generation from Chameleon.

2.1 Tokenization

Image Tokenization We train a new image tokenizer based on Gafni et al. (2022), which encodes a 512⇥ 512
image into 1024 discrete tokens from a codebook of size 8192. For training this tokenizer, we use only licensed
images. Given the importance of generating human faces, we up-sample the percentage of images with faces
during pre-training by 2 times. A core weakness of our tokenizer is in reconstructing images with a large
amount of text, therefore upper bounding the capability of our models, when it comes to heavy OCR-related
tasks.

Tokenizer We train a new BPE tokenizer (Sennrich et al., 2016) over a subset of the training data outlined
below with a vocabulary size of 65,536, which includes the 8192 image codebook tokens, using the sentencepiece
library (Kudo and Richardson, 2018).
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(a) The prompt task fulfillment rates. (b) Chameleon vs. the baselines: Gemini+, GPT-4V+,
Gemini, GPT-4V.

Figure 9 Performance of Chameleon vs baselines, on mixed-modal understanding and generation on a set of diverse
and natural prompts from human annotators.

the prompts and classify them into 12 categories. The description of these task categories1, as well as their
example prompts, can be found in Figure 8.

4.2 Baselines and Evaluations

We compare Chameleon 34B with OpenAI GPT-4V and Google Gemini Pro by calling their APIs. While these
models can take mixed-modal prompts as input, their responses are text-only. We create additional baselines
by augmenting GPT-4V and Gemini responses with images to have even stronger baselines. Specifically, we
instruct these models to generate image captions by adding the following sentence at the end of each original
input prompt: “If the question requires an image to be generated, then generate an image caption instead
and enclose the caption in a pair of hcaptioni h/captioni tags.” We then use OpenAI DALL-E 3 to generate
images conditioned on these captions and replace the captions in the original responses with those generated
images. We denote the enhanced responses as GPT-4V+ and Gemini+ in this section. Working with the same
third-party crowdsourcing vendor, we conduct two types of evaluations to measure the model performance:
absolute and relative.

4.2.1 Absolute Evaluation

For absolute evaluations, the output of each model is judged separately by asking three different annotators
a set of questions regarding the relevance and quality of the responses. Below, we give detailed results and
analysis on the most critical question, whether the response fulfills the task described in the prompt.

On task fulfillment, we ask annotators whether the response fulfills, partially fulfills, or does not fulfill the
task described in the prompt. As shown in Figure 9a, much more of Chameleon’s responses are considered
to have completely fulfilled the tasks: 55.2% for Chameleon vs. 37.6% of Gemini+ and 44.7% of GPT-4V+.
When judging the original responses of Gemini and GPT-4V, the annotators consider much fewer prompts to
be fully fulfilled: Gemini completely fulfills 17.6% of the tasks and GPT-4V 23.1%. We suspect that because
all the prompts expect mixed-modal output, the text-only responses from Gemini and GPT-4V might be
viewed as only partially completing the tasks by the annotators.

The task fulfillment rates in each category and in each input modality can be found in Appendix B. The
task categories that Chameleon performs well include Brainstorming, Comparison, and Hypothetical, and the

1
While not instructed specifically, certain image understanding tasks that require identifying the text in an image, such as

OCR (Optical character recognition), do not appear in our evaluation set of prompts.
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Pali-Gemma

• Stage0: Unimodal pretraining - use existing off-the-
shelf components. 

• Stage1: Multimodal pretraining with prefix 

• caption {lang} 
ocr 
answer en {question} 
question {lang} {English answer} 
detect {thing} ; {thing} ; … 
segment {thing} ; {thing} ; … 
caption <ymin><xmin><ymax><xmax> 

• Stage2: Resolution increase 
224 x 224 -> 448 x 448 -> 896 x 896 

• Stage3: Transfer

PaliGemma: A versatile 3B VLM for transfer, Beyer etal 2024



Molmo and PixMo



Molmo and PixMo

• New open dataset 

• New pointing data 

• Point outputs and in-context inputs

Molmo and PixMo: Open Weights and Open Data for State-of-the-Art Vision-Language Models, Deitke etal 2024



Trend 1

Vision language models

• Data matters 

• As important, or more important than 
model design



Trend 2

Vision language models

• Towards zero-shot anything models 

• A single model for many tasks: OCR, 
detection, pointing, generation as 
different prompts / prefixes 

• Push towards in-context learning and 
broadly useful models

Mixed-Modal Auto-Regressive LM

TEXT PROMPT

“What can I bake 
with this?”

TEXT OUTPUT

“Here is a recipe for 
banana bread.”

Image Tokenizer

Image De-Tokenizer

IMAGE PROMPT

IMAGE OUTPUT

Start
Image

Start
Image

End
Image

End
Image

Start
Image

Start
Image

End
Image

Mixed Modal Auto-Regressive LM

(a) Mixed-Modal Pre-Training (b) Mixed-Modal Generation

Figure 1 Chameleon represents all modalities — images, text, and code, as discrete tokens and uses a uniform
transformer-based architecture that is trained from scratch in an end-to-end fashion on ⇠10T tokens of interleaved
mixed-modal data. As a result, Chameleon can both reason over, as well as generate, arbitrary mixed-modal documents.
Text tokens are represented in green and image tokens are represented in blue.

Extensive evaluations demonstrate that Chameleon is a broadly capable model on a diverse set of tasks.
On visual question answering and image captioning benchmarks, Chameleon-34B achieves state-of-the-art
performance, outperforming models like Flamingo, IDEFICS and Llava-1.5 (Section 5.2). At the same time,
it maintains competitive performance on text-only benchmarks, matching models like Mixtral 8x7B and
Gemini-Pro on commonsense reasoning and reading comprehension tasks (Section 5.1). But perhaps most
impressively, Chameleon unlocks entirely new capabilities in terms of mixed-modal reasoning and generation.

As using only static, public benchmarks to evaluate model performance could be limited (Schaeffer, 2023), we
also conduct a carefully designed human evaluation experiment by measuring the quality of mixed-modal
long form responses to open-ended prompts. Chameleon-34B substantially outperforms strong baselines like
Gemini-Pro and GPT-4V (Section 4), achieving a 60.4% preference rate against Gemini-Pro and a 51.6%
preference rate against GPT-4V in pairwise comparisons.

In summary, we present the following contributions:

• We present Chameleon, a family of early-fusion token-based mixed-modal models capable of reasoning
over and generating interleaved image-text documents, setting a new bar for open multimodal foundation
models.

• We introduce architectural innovations and training techniques that enable the stable and scalable
training of early-fusion token-based models, addressing key challenges in mixed-modal learning.

• Through extensive evaluations, we demonstrate state-of-the-art performance across a diverse set of
vision-language benchmarks, while maintaining competitive performance on text-only tasks, and high
quality image generation, all in the same model.

• We conduct the first large-scale human evaluation on open-ended mixed-modal reasoning and generation,
demonstrating the unique capabilities of Chameleon in this new setting.

Chameleon represents a significant step towards realizing the vision of unified foundation models capable of
flexibly reasoning over and generating multimodal content.
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