Open-Vocapulary Recognition
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Train CenterNet procedure with custom dataset #599

(O 4l anto-madarc opered this issue on Jan 29, 2020 - 3 comments

AP for custom datasets #8388

(O%]:''} timscorbett opened :his issue on Mar 17, 2021 - 2 comments

Error while training a new dataset #285

Bachery opened this issue on Aug 20, 2019 - 2 comments
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HI, I'm interest
baskel mayes)

- timscorbett commentac on Mar 17, 2021

how to train model on a few classes #67

(GIIT I Arfua cpened this issue on May 8, 2019 - 1 comment

@ Arfua commented on May &, 2019 - edited

training 3d model on new data set #122

(GIeGEEN I 123alaa apenad this issue on Jun &, 2019 - 2 comments

el 123alaa commented an Jun &, 2079 ® -

Hi @xingyizhou ,
| have new 2d data sot (like Kitti), i made all the transformation to corvert to kitti fcrmat, out i have some questicns:

. You feed to the network locations, end rotation_y, bLt you did rot get these parameters in the output, why? you compute
them lrom algha and 2d_box, anc calib MNe.

How to label own data set in coco format? #614
sungggat opened this issue on Feb 14, 220 - C comments

Aa L

-n- sungggat commented on Feb 14, 2020 . editec ~

Hi. 1'weould like train pose mocel in new data set. Can you sugceast now 10 lakel rew dataset?
keypcints?

To train my own data #145

(1= [T hheavenknowss opened this issue on Jun 18, 2019 - 7 comments

° hheavenknowss commented on Jun 16, 201¢ ()

Hello there, | 'want to train my own data, and | .cad the documenst, but | still have some cuestions. my data is coco format,
and | wonder where should | put my images and annatations , should | make a new directory? like srg/lib/datasetsftrains/ or

B some:hing. thank you for your time
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Learning Transferable Visual Models From Natural Language Supervision, Radford et al. 2021
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Learning Transterable Visual Models From Natural Language Supervision, Radford et al. 2021
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Image credit: OpenAl
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Learning Transferable Visual Models From Natural Language Supervision, Radford et al. 2021 Image credit: OpenAl
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Learning Transferable Visual Models From Natural Language Supervision, Radford et al. 2021
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Open-vocabulary Object Detection via Vision and Language Knowledge Distillation, Gu et al. 2023
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Training data

Common Objects in Context
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Open-vocabulary Object Detection via Vision and Language Knowledge Distillation, Gu et al. 2023
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Detecting Twenty-thousand Classes using Image-level Supervision, Zhou et al, 2022
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Detecting Twenty-thousand Classes using Image-level Supervision, Zhou et al, 2022
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Detecting Twenty-thousand Classes using Image-level Supervision, Zhou et al, 2022



fi - = Guglielmo lozzia
L2} @Gugielmolozza
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#Detic from #Facebook
Research: source code for the
"Detecting twenty-thousand
classes using image-level
supervision" paper. It can run
on different vocabularies,
including custom ones.
#Deepleaming
#ComputerVision #Python
#PyTorch

125 PM - Jan 12, 2022 « Twitter Web App
1 Rehweet

9. Q O T

ﬂ: I Gughielmo lozzia @Gugie.. - 41
~§ Replying ta @Guglielmaolozzia

CFf cial #GitHub repasitory:

g thub.com/facebookrasear...

H{Python !/ PyTorch #opensource

#Deepl ecarning #ComputerVision

facebookresearch/
Detic X

github.com
Gitl Lk - facetaokresearch /Detic:
Code ralease for "Datecting ...
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Open-Vocabulary Recognition

Trend 1

« Language embeddings become
norm in detection

- Much of the detection literature
moved to open-vocabulary or large-
vocabulary detectior




Open-Vocabulary Recognition

Trend 2

e Zero-shot evaluation become norm

- Classes are slowly replaced by wora
or sentence embeddings

- Training and test vocabulary no
longer needs to align



Open-Vocabulary Recognition

Trend 3

« Recognition slowly replaced by
Vision Language Models

- Recognition dataset provide great
supervision for training

. Too rigid for deployment
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