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Applications

Image Classification

• Visual search 

• Testbed for network design
Apple



Image Captioning

• Similar to classification 

• Richer annotation 

• Cheaper to obtain at scale 

• Alt-text on webpages

An image of an Apple 
cut into slices.



CLIP

• Download a large curated dataset of 
image and alt-text 

• Learn an image + text embedding 

• With contrastive loss 

• Great zero-shot classification 
performance

Learning Transferable Visual Models From Natural Language Supervision, Radford etal 2021



CLIP

Learning Transferable Visual Models From Natural Language Supervision, Radford etal 2021



CLIP

• Good classification model 

• Loses many details of image 

• Poor localization performance

Learning Transferable Visual Models From Natural Language Supervision, Radford etal 2021



OpenCLIP / LAION

• New image-text dataset: LAION 

• Large scale (up to 2B) 

• DO NOT DOWNLOAD (NSFW) 

• Starts to dig into data issues

Reproducible scaling laws for contrastive language-image learning, Cherti etal 2022



DataComp

• Largest image-text dataset yet: 13B 
images 

• Based on CommonCrawl 

• Data filtering as a task 

• Fixed CLIP training 

• Standardized eval

DataComp: In search of the next generation of multimodal datasets, Gadre etal 2023



DataComp

• Very strong baselines 

• CLIP score filtering: discard images 
with low image-text similarity 

• Text-based filtering: fasttext and 
caption length filtering 

• Image-based filtering: Cluster clip-
image encoder features (and filter 
according to distance to ImageNet)

DataComp: In search of the next generation of multimodal datasets, Gadre etal 2023

Training data Dataset 
size

# samples 
seen

ImageNet 
Acc.

Avg. 
performa
nce (38 

datasets)

OpenAI's WIT 0.4B 13B 75.5 0.61

LAION-400M 0.4B 13B 73.1 0.58

LAION-2B 2.3B 13B 73.1 0.59

LAION-2B 2.3B 34B 75.2 0.61

DataComp-1B 1.4B 13B 79.2 0.66



CapPa

• Predict caption from image 

• Auto-regressively (easy for model)In 
parallel 

•  (harder) 

• Similar image classification performance 
than CLIP 

• Better captioning and OCR performance 

• Poor localization

Image Captioners Are Scalable Vision Learners Too, Tschannen etal 2023



LocCa

• Add location information to captions 

• Run an off-the-shelf open-vocabulary detector 

• Tasks: 

• Captioning 

• Referring expression 

• Grounded captioning 

• Similar classification performance 

• Better detection, captioning, VQA

LocCa: Visual Pretraining with Location-aware Captioners, Wan etal 2024



OpenCLIP / LAION

• Open Source replication of CLIP: 
OpenCLIP 

• Original CLIP may have overfit to 
ImageNet 

• Highlights importance of data

Reproducible scaling laws for contrastive language-image learning, Cherti etal 2022



CLIP as a VLM

• Clip maps 

• Images to text 

• Text to images 

• Primitive image and text models 

• No dialogue



Trend 1

Image Captioning

• Pre-training on caption datasets 

• Much larger (size of internet) 

• Richer supervision



Trend 2

Open-Vocabulary Recognition

• Image-encoders, text-encoders, 
text-decoders are stable 

• Transformer 

• Form of ViT



Trend 3

Open-Vocabulary Recognition

• Image data is exhausted, but 
information is not 

• Datasets no longer grow significantly 

• What is annotated still grows
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