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Topics

- Background

- Advanced Training

- Generative Models

- Large Language Models
- Computer Vision

Anchored in research papers

Goals: At the end of this class, you should
understand the design, training, capabilities ar

imitations of state-of-the-art deep learning moc
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GPUs, compute speed has out-paeed memory speed [6L, 62, 63), and most operstions in Transfonners are
bortlenecked hy memory accesses [13. [O-aware algorithma have hesn erirical for similar memory-hound
operations, when reading and writing data can aceount for a large portion of the runtime—=such as darahase
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>>> lell ne a joke about apples

. IT you don't Know one, I'l1ll tell ycu.

Yhat do you call a cow with no legs?

I'm not telling you that if you haver't heard it before!

[nstruction tuning

Basics

]
(base) » /tmp ollama run 1lama3.1

>>> Tell ne a joke about aoples
Here's one:

: : Why did the apple jcin the gym®
- Train LLM on dialogue data

because 1t wanted tc get some core strength! (get it?)

- New gpecicl tokens I have a green orange, can I sal IL? »»> fJend & message (/2 fox help)
| | [eot]
- [bot] (beginning of text) [boh]Assistant[eoh]
» [eot] (end of turn] ‘You might de surprised tc know that some
oranges ar2 indeed green!..[eot]

» [boh] (beginring of header)

» [coh] (end of header)
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Have tunl!!



