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Distributions / logits

Language Models

HEEEEE
Decoder
- Decoder-only LLMs
- Modeling auto-regressive distribution . . . . .
over tokens Embeddings
Output

« P(t) = P(t)P(t, | t)P(t;5| t;, )Pty | 1...15)...

. Generation / Sampling: t ~ P
LM



nstruction tuning

. Teach a LLM to follow a certain
template in answering

- Tell LLM what to do

« Doesnottell LLM what nottodo

> I want to refocus my diet on only

eating Apples and supplements.

Let me provide information on how to
make the most of eating apples as a

primary food source.

xkxApple selection:*x*x Focus on eating a
variety of apples to ensure you get a
range of nutrients. Some apple varieties
are higher 1n certain nutrients than
others. For example:

* Granny Smith and Braeburn apples have
more malic acid, which can help with
digestion.

* Gala and Fuji apples contaln more
vitamins A and C.



RLHP

Reinforcement Learning from Human Feedback

Step 1

Collect demonstration data,
and train a supervised policy.

A promptis

sampled from our
prompt dataset.

Explain the moon
landing to a 6 year old

I

A labeler
demonstrates the @
desired output
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behavior. Some people went
to the moon...
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Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain the moon
landing to a 6 year old

A O

Explain gravity. . Explain war .

CJ O

Maoon is natural People went to
satellite of... thz maen...
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Training language models to follow instructions with human feedback. Ouyang etal 2022

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

»

Write a story
about frogs



RLAF -arecap

. Learnreward: & = E, , | llog 9 (V(X, yy) — r(x, y_))]

. Optimize: Ey~P(-|x) [(r(y, x)) Vlog P(y \x)] — Dy; lP(y | x) | P,,ef(y | x)
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. Learnreward: & = E, , | llog 9 (V(X, yy) — r(x, y_))]

. Optimize: Ey~P(-|x) [(r(y, x)) Vlog P(y \x)] — Dy; lP(y | x) | P,,ef(y \x)]

| |
~ Closed form solution: P(y | x) = P,, (y]|x)exp (—I”(X, y))
Z(x) ™ p

Direct Preference Optimization: Your Language Model is Secretly a Reward Model, Rafailov etal 2023
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. Learnreward: & = E, , | [log o (7’ (X, yy) — r(x, y_))]

. Optimize: E,_py) [(1(3,0) Viog PGy || = BDgy [P 10| P10

|
~ Closed form solution: P(y|x) = 700 P,,ef(y\x)exp (Er(x, y))
., PO[x)
L) =p Py 0 + [ log Z(x)

Direct Preference Optimization: Your Language Model is Secretly a Reward Model, Rafailov etal 2023
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. Learnreward: £ = Ex,y+,y_ log o (r(x, yy) — r(x, y_))

rP(x,y.) 5 rP(x,y_) )]

, Closedform £ppo = Ey llOgG(ﬁP (X, y4) Prep(x,y_)
;/‘ef >+ ref 7T

. Optimize: Ey_p( 1y [y, ) Viog PGy 1] = ADyy | PV 1) Pry(y] )

| 1
_ Closed form solution: P(y | x) = P,, (y|x)exp (—I”(X, y))
Z(x) ™ p
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Direct Preference Optimization: Your Language Model is Secretly a Reward Model, Rafailov etal 2023
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DPO

osed form solution to reward models

RL
Supervised learning
Fasy to implement
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KDPO — Ex,y A

Step 2
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Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain the moon
landing to a 6 year old

© O

Explain gravity. . Explain war .

CJ O

Moon is natural People went to

satellite of... thz maon...
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Direct Preference Optimization: Your Language Model is Secretly a Reward Model, Rafailov etal 2023

rP(x,y_)

Step 3

Pref(xv y—)

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

b

Write a story
about frogs



DPO

e Eas

PO vs RLHAF

ler to make work

- Can only learn on preference data

- Generally produces long outputs

RLHF

- Requires quite a bit of RL knowledge

- HIg

ner ceiling (can use smaller

ore

‘erence data, larger fine-tuning data)

fDPO — Ex,y 4y

Step 1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old
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to the moon...
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Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain the moon
landing to a 6 year old

rP(x,y_)

Pref(xa y—)

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.
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Write a story
about frogs
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