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Limitations of LLMs



Politics of LLM research

• Many different camps 

• With conflicting often hidden motives

Model Builders 

Develop new models 
 

Make $$$, fame, glory, 
(Invent AGI)

AI Safety research 

Study limitations, 
biases, and dangers 

Concerns about 
societal impacts of 

LLMs, fame

External Analyses 

Bring tools from other sciences 
into LLM world 

Study LLMs as “creatures”, 
More scientific approach, 

fame



ChatGPT is bullshit

• LLMs generate falsehoods 

• AKA Hallucinations 

• Bullshit (general): Any utterance produced 
where a speaker has indifference towards the 
truth of the utterance. 

• Hard bullshit:  Bullshit produced with the 
intention to mislead the audience about the 
utterer’s agenda. 

• Soft bullshit: Bullshit produced without the 
intention to mislead the hearer regarding the 
utterer’s agenda.

ChatGPT is bullshit, Hicks etal 2024

Bullshitters misrepresent themselves to 
their audience not as liars do, that is, by 
deliberately making false claims about 
what is true. Rather, bullshitters seek to 
convey a certain impression of 
themselves without being concerned 
about whether anything at all is true. - 
Frankfurt



ChatGPT is bullshit

• “[LLMs] are in an important way 
indifferent to the truth of their outputs.” 

• Training: Reproduce plausible text 

• Human cognition: goals and 
behaviors 

• Paper makes a few assumptions 

• Disregards alignment

ChatGPT is bullshit, Hicks etal 2024

The problem here isn’t that large language models 
hallucinate, lie, or misrepresent the world in some way. It’s 

that they are not designed to represent the world at all; 
instead, they are designed to convey convincing lines of 

text.

ChatGPT is at minimum a soft bullshitter or a bullshit 
machine, because if it is not an agent then it can neither 
hold any attitudes towards truth nor towards deceiving 
hearers about its (or, perhaps more properly, its users’) 

agenda



No self-correction Yet

• LLMs rarely change their mind 

• If they do, they make things worse

Large Language Models Cannot Self-Correct Reasoning Yet, Huang etal 2023



Conflation of 
language and thought

•  “good at language -> good at thought” 
fallacy 

• formal vs. functional linguistic 

• Fairly balanced analysis of current 
models

Dissociating language and thought in LLMs, Mahowald etal 2023



Limits and capabilities of LLMs

Physics of LLMs

• Large synthetic data experiments 

• Causal LLMs can learn to parse CFGs 

• Internally use Dynamic Programming-
like algorithm 

• Bi-directional architectures cannot

Physics of Language Models, Allen-Zhu 2023-2024



Limits and capabilities of LLMs

Physics of LLMs

• Large synthetic data experiments 

• LLMs can learn mathematical reasoning 
(not just memorization) 

• LLMs can learn to solve math problems 
like humans 

• Depth (#layers) matters for mathematical 
reasoning 

• LLMs can learn from mistakes if seen 
during pre-training

Physics of Language Models, Allen-Zhu 2023-2024



Limits and capabilities of LLMs

Physics of LLMs

• Large synthetic data experiments 

• Causal LLMs 

• 2 bits of knowledge per parameter, even 
when quantized to int8 

• Order of knowledge matters (inverse 
knowledge search often fails) 

• Replication of knowledge in pre-training 
data is important 

• Bi-directional architectures cannot

Physics of Language Models, Allen-Zhu 2023-2024



Limitations of LLMs

• LLMs are not perfect 

• Neither is their analysis

Model Builders 

Develop new models 
 

Make $$$, fame, glory, 
(Invent AGI)

AI Safety research 

Study limitations, 
biases, and dangers 

Concerns about 
societal impacts of 

LLMs, fame

External Analyses 

Bring tools from other sciences 
into LLM world 

Study LLMs as “creatures”, 
More scientific approach, 

fame
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