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Where does a LLLM store

Nnformation?
- Their weights C Transformer Block )
- MLP and attention [1]
C Transformer Block )

. Special tokens / activations [2,3]

Transformer Block
S N

- Large activations or registers

MLP

« Their context

Multi-head Attention

1] Physics of Language Models: Part 3.3, Knowledge Capacity Scaling Laws, Allen-Zhu 2024
2] Vision Transformers Need Registers, Darcet etal 2023
(3] Massive Activations in Large Language Models, Sun etal 2024




[nformation in weights

- LLMs can store up to 2 bits of C Transformer Block )
information per weight [1]

. In ML P C Transformer Block )

Transformer Block
S N

. |Nn Attention
_|_

. 2 bits require very long training ana M P
multiple (up to 1000) augmentations
of same information

Multi-head Attention

Physics of Language Models: Part 3.3, Knowledge Capacity Scaling Laws, Allen-Zhu 2024



Special tokens / activations

- LLMs use special tokens to store
information

- |LMs attend to <BOS> token

- VLMs attend to background

[1] Vision Transformers Need Registers, Darcet etal 2023
[2] Massive Activations in Large Language Models, Sun etal 2024
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context

. LLMs store information in their context
- Examples

- System prompt

- Retrieval A ugmented Generation (__ansformerBiock )

( Transformer Block )

(-Tronsformer Block 4\

Multi-head Attention

[1] Vision Transformers Need Registers, Darcet etal 2023
[2] Massive Activations in Large Language Models, Sun etal 2024



Translate words from English to German using

n COnteXt 1ea1fnlng JSON as an output. Here are some examples

Car
{“English”: “Car”, “German”: “Auto”}

Sun
{“English”: “Sun”, “German”: “Sonne”}

Moon

.« Describe the task
- Give examples input - output pairs

- Then ask for your specific

Language Models are Few-Shot Learners, Brown etal 2020



i Translate words from English to German using

n COnteXt 1ea1fnlng JSON as an output. Here are some examples

Car

{“English”: “Car”, “German”: “Auto”}
Why does 1t work? -

{“English”: “Sun”, “German”: “Sonne”}

Moon

- LLMs like repeating patterns
. Likely exist in pre-training data

- Examples of in-context prompts and
answers during training (instruction
tuning, alignment)

Language Models are Few-Shot Learners, Brown etal 2020



Translate words from English to German using

n COnteXt 1ea1fnlng JSON as an output. Here are some examples

Car
{“English”: “Car”, “German”: “Auto”}

What does it work for?

Sun
{“English”: “Sun”, “German”: “Sonne”}

Moon
- Formatting outputs

- Simple requests

Language Models are Few-Shot Learners, Brown etal 2020



Chain of thought

. Ask model to derive answer

- Pre-instruction tuning: In-context
example of reasoning

- Post-instruction tuning

- Ask model to think step-by-step
before giving the answer

» Guide model through thinking
Drocess

Standard Prompting

tennis balls does he have now?
A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many

\

J

' A: The answer is 27. x

)

Chain-of-Thought Prompting

™~

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

- he answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

-

Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, Wei etal 2022



, - D
-‘/'W T Q: Roger has 5 tennis balls. He buys 2 more cans of
a-‘ Q O l I tennis balls. Each can has 3 tennis balls. How many
- tennis balls does he have now?

Why dO e S ]_t WO ]_/1<7 Q: The cafeteria had 23 apples. If they used 20 to

- More output tokens =
performance

Standard Prompting

\

A: The answer is 11.

make lunch and bought 6 more, how many apples
do they have? J

better (_
A: The answer is 27. x )

- Delays making a decision

. Can work around tokenization issues

- Break up numbers

Chain-of-Thought Prompting -

Chain-of-Thought Prompting

™~

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

- he answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have? j

-

=licits Reasoning in Large Language Models, Wel etal 2022



Chain of thought

« Order matters

« Think first then answer

» Chain-of-BS: Ask model to give

answer and justify

Chain-of-Thought Prompting -

t

Standard Prompting

\

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have? J

' A: The answer is 27. x )

Chain-of-Thought Prompting

\

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

’ he answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have? )

\.

o ous

A

Qnswer is9.

=licits Reasoning in Large Language Models, Wel etal 2022



Sell-Consistency

- Let the model reason multiple times

. Pick the most frequent answer

. Mathemat;

cally: Marginalize out

‘easoning
answer

0 obtain most likely

/ Q: if there are 3 cars in the parking

Chain-of-thought
prompting

Self-consistency

lot and 2 more cars arrive, how many
cars are in the parking lot?

A: There are 3 cars in the parking lot
already. 2 more arrive. Now there are
3 + 2 =5 cars. The answer is 5.

Q: Janet's ducks lay 16 eggs per day.
She eats three for breakfast every
marning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How

much does she make every day?

\A:

-~ -

\

\

J

S

(o |

\

Language
model

Language
model

A

Greedy decode

This means she uses 3 + 4 =

}{The answer is $14.

She sells the remainder for $2 per egg, so in
total she sells 7 * $2 = $14 per day.

7 eqgs every day.

—

Sample a diverse set of
reasoning paths

- [
7_-_-_-_-_-_-_-_ﬂ
Shehas16-3-4=9eggs N
» left. So she makes $2*9 = | The answer is $18.
/ $18 per day. ] )
| ! i

Marginalize out reasoning paths
to aggregate final answers

™ |

/
/:
]
\

\~ /
\ | she has16 - 3=13left. Then

This means she she sells the

/| = $26 per day.

/ remainder for $2 * (16 - 4 - 3): The answer is $26.

She eats 3 for breakfast, so

she bakes muffins, so she
has 13 - 4 = 9 eggs left. So
she has 9 eggs * $2 = $18.

e eagoagar a2 §Ta s Y

J
I Y,

I The answer is $18.

Self-Consistency Improves Chain of Thought Reasoning in Language Models, Wang etal 2022



SN e e /& Input ) (I\ Input )
YR T h t T T
ITee of Thoughts
:
- Combine tree search with CoT TN T
N el
, , (a) Input-Qutput (c) Chain of Thought
- Requires a state-evaluator (i.e. Prompting I0)  Prompting (CoT)
‘eward/cost/scoring function or
second LLM) casks | InputClues @
motor
salon h2.m'otor }
~ T T T Hiasks
: |
I ‘Atrack)
agrand ™ hZLl . 1:
jh3.gran salon '
I * I'l:subtree pmnecr II

oo

<Outpu t\
P

(c) Self Consistency
with CoT (CoT-SC)

Y Majority vote

2

b

‘

Thought Proposals

h4. salon (sure) aggregate

v5. srdry (low)
v3. string (high)

(d) Tree of Thoughts (ToT)

DFS
Order

h4. salon
h3. grand
v3. string

=

State Evaluator

(over each clue)

v3. Pretentious; flowery: _____ sure
vl. To heap: tm_s_ .- impossible

v5. Desiccator; more dry: sr_n_ . - maybe

Tree of Thoughts: Deliberate Problem Solving with Large Language Models, Yao etal 2023




ReAC [

- Chain of thought for iterative actions /
tool use

- Thought
- Action

« Observation (from external tool)

)

L

(1) Hotspot QA \

Question: Asids from the Apple Kemote, what other devics
can central The program Apple Remote was originally
designed to interact with?

/- (1d) ReAct (Reason + Act) | ~

J

/————{ (la) Standarxd ~

.

Answer: |Eod Act 1: Search[Arrle Remote]
)( Obs 1: The Apple Remote is a

/{ (1b) CoT (Reason Only) N
Thought: Taol's Lhink step
.c}" step. LYY | o~ {=) eliated = 1= ™

_ S Lne ansuer is

1Phame, 12ad, and iPod

Tounn,

Angwer: iThone, (Pad, iPod

4: Finishl ]
x/ Act Finish[yes XJ

\'.':m:_:f".

remote control

Act 2: Searchlfrcrnt Rowl
Obs 2: Cou_z not tind [Fren

Row! . Simlar: .

Act 3: Search[_
(software)

Obs 3: Frunl Row ‘s &
disconbinue:i media cenler

scftware .

'

(1c) Act-Only }———————\

_— v

Thought 1: I need o search Apple Kemote and find the
proegram it was originally designed to interact with.

Act 1: Search|[Apnls Remo.a

Obs 1: The Rpple Remole is a rerols conbrol inbrocuced 'n
Outober 2005 by Apcie . ariginally designed Lo concroel Lhe

LLCgram ..

Thought 2: RApple Remole was originally designed Lo conborol
the Zront Kow media center program. I need to search _
- next and find what cther device can contrel it.

Aect 2: Search|Fron. Row|

Obs 2: Cculd not firnd [krent Row. . Similar: ['Front Row
Seat to Earth', 'Front Row Motorspcorts','

- = .I l

Thought 3: Front Row is5 nal found. T need Lo search

Obe 3: Franl. Row 12 a disconiinue: media center soflware

Thought 4:

52 the answer is

kaeyvboard Tuncl

Ton kews.
Act 4: Finish(REVBORCANERCEIGAIREYS])

{
~ (2) AlfWorld N l (2b) ReAct (Reason + Act) i
You arc In the rmidadle of a room. Lecking cuickly around Act 1: Think[Firsi T need Lo find a pepper shaker...mare
you, you see a cabinet €, a cabinet 1, a cotfece machine 1, likely to appear in cabinets (1=-6), countertops (1-3), ... ]
a countertop 3, a stove burner 1, ard a toaster 1, Act 2: Go Lo czbinet 1
Your task is to: Put some pepocr shaker on a drawer. Obs 2: On the cabinet 1, you see a2 vase 2.
- ~ [Hers the agent go te asb net 1, ~“hen csbinet 2, 3, “%en conntersop |oasd 70
s 1: G rawer 1 (2a) Act-Only ™ | Act 6: Go tc countertom 3
Act 1: ['f’ Lo drawe: _ ) Obs 6: On Lhe countertop 3, you see a apu’ e 1, a bread 1,
Obs 1: The drawer 1 is clesed. a pzpper shaker 1, and & vase 3.
Ret 2: Open drawer 1 ) _ _ _ ) Act 7: Taks pepper shaker 1 from countertop 3
Obs 2: You open the drawer 1. The drawer 1 2z open. Iz it, Obs 7: You pick up Lhe peppsr sha<er 1 from Lhe counterbop 3.
vou sec a dishspenge 2, and a specn 1,
i o _ Act 8: Think[Now I find & pepper shaker 1. Next, I need to
Act 3: Co Lo :;1r'tk::51:5|r.: 1 - put it infeon drawer 1. ]
Obs 3: O~ Lhe sinkbasin 1, vou see a dishsponge 3, a Act 9: CGo Lo drawer 1
spatula 1, and a spoon Z. Obs 9: Drawar 1 15 closed.
Act 4d: Take p= aksr 1 Ifrom s nkbasin Act 10: Cpsn drawsr 1
Obs 4: Hethine : Obs 10: You open Drawer 1 ..
Act 5: )( Act 11: Put pepper shaker 1 infon drawer L
Obs 5: Obs 11: ¥c¢ C PEPF haker afon <l J
. 7\ J

ReAct: Synergizing Reasoning and Acting in Language Models, Yao etal 2022



T\ User:
Structured Dialogues L Roaues
LLM: ! Thought

\
- Break down problem / tasks for LLM s Answer

~

- Higher performance

. Lots of human engineering /
orompting




o 1. Decision making | L 2. Programming | L | 3. Reasoning .

You cre in Lhe midd e ol a room Task: You are g ven a lish al Lws Task: wWhal vrolessior doss Jobn
(a) Task [...] Task: clsan some pan and put strings [...) of open '{' or close Lanckestsr and Alzn Dean Foster
- = .
i.oin aounlerion., "Y' paren heses only [LLL] have in common?
l [oaa] def natch_parens(lst): Think: [...] rovelist, -“ournalisz,
1 (b) Acticon:take nanl Zrom stcveburnerl = sl.count{'(") critic [...] rovelist,
Trajectory Obs:— [ee-] sZ.coent ("(') == sl.count('")']) + screenwr_ter [...] ccmmon is
¢ Action:-ean pan with s-rkhasinl sZ.coumt (")) [...] novel st —
Obs:XNothing ~zppens. [...] — Action: “rovelist, screenwriter”
{©)
Evaluation Rule/LM Heuristic: Self-generated unit tests fail: Environment BEinary Reward:
B | oxdomel) Fallucinatiar., | ssserl naleh_perensi.o..) O
' ... fa:led because - incorreczly |
() Stoveburaes © (...| sut tke pan °f open and seme nultiple professions .
- — lose parsn heses 15 equal
Reflection a5 mo= in stevestzasr 1. (.. | Rt ] SR BT
| : T e .
. Ch fTh ht / ReACT () Next " petumn v¥es¥ IF check(S) o=
ain o Ou S Trjoctory | T---) Obe: %ou pus the pan 1 in | | pu SR, Fostex have 1n Gamnos 18 HaveTTSEN]
- countertcp 1. Action: “rnovelist”

« Obtain observation / result
» Reflect on outcome

- Repeat

Reflexion: Language Agents with Verbal Reinforcement Learning, Shin etal 2023
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- Connections to reinforcement learning
- More strictly planning
- Requires a evaluator (cost function)

- External environment (i.e. simulator,
code interpreter)

- LLM generated tests

« Trained LLM verifier [1]

External feedback (

Intemal
feedback

Agent

| Self-reflection (LM)

[ Evaluator (LM)

] | Reflective

lext

|

Trajectory
(short-term memory)

Experience
(long-term memory)

l

—|  Actor (LM)

~
-

Algorithm 1 Reinforcement via self-reflection

Initialize Actor, Evaluator, Self-Reflection:
M,, M., M,

Initialize policy ng(a;|s;), 8 = {M,, mem}
Generate 1nitial trajectory using

Evaluate 7 using M,

Generate 1nitial self-reflection sro using M,
Set mem + [sr]

Sett =0
while M, not pass or ¢ < max trials do
Generate 7 = [an, Ofy - - - Ajy O,,;] using A

Evaluate 7 using M,
Generate self-reflection sr; using Mg,

__Obs / Reward <{ Environment - Action Append sr to Tnem
Increment ¢
end while
return
ok —> Int | Test » Self-reflection

Task

Proposed
Solution

t ]
]

— Refined Solution [

A 4

|1] Generative Verifiers: Reward Modeling as Next-Token Prediction, Zhang etal 2024



~ . User:
Rellexion e
-
LLM: Thought
\
s
- Break down problem / tasks for LLM Answer

~

- Higher performance

. Lots of human engineering /
orompting
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