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Dataset categories

• Text understanding 

• Programming 

• Safety



Text Understanding

• Reading comprehension 

• Commonsense reasoning 

• World knowledge 

• Symbolic problem solving 

• Language understanding 

• Mixed evaluation



Reading comprehension 

• Input: 

• Text document 

• Question 

• Output: 

• Answer 

• Requires no external knowledge

Question  Answer→
Question  Answer→
Question  Answer→
Question  Answer→



Example: DROP

Reading comprehension 

• Paragraph + Question -> Short answer 

• Dozens of similar benchmarks 

• SQuAD, QuAC, CoQA, BoolQ, 
NaturalQuestions 

• Most developed pre LLM 

• Evaluation can be tricky

DROP: A Reading Comprehension Benchmark Requiring Discrete Reasoning Over Paragraphs, Dua etal 2019



Common sense reasoning

• Input: 

• Question/Prompt 

• Output: 

• Answer 

• Requires external knowledge

Question/Prompt  Answer→



Example: PIQA

Common sense reasoning

• Question/Prompt  Answer 

• Dozens of similar benchmarks 

• OpenBookQA, CommonsenseQA, 
SIQA, … 

• Generally: Reasoning about sequences 
of events 

• Easier to evaluate: Multiple choice, Yes/
No, …

→

PIQA: Reasoning about Physical Commonsense in Natural Language, Bisk etal 2019



World knowledge

• Input: 

• Question/Prompt 

• Output: 

• Answer 

• Requires external knowledge

Question  Answer→



Example: MLLU

World knowledge

• Question  Answer 

• Dozens of similar benchmarks 

• TriviaQA, ARC, Jeopardy, … 

• Generally: Recall world knowledge, 
reason with world knowledge 

• Easier to evaluate: Multiple choice, Yes/
No, …

→

Measuring Massive Multitask Language Understanding, Hendrycks etal 2020



Symbolic problem solving

• Input: 

• Question/Prompt 

• Output: 

• Answer 

• No external knowledge

Question  Answer→



Example: GSM8K

Symbolic problem solving

• Question  Answer 

• Dozens of similar benchmarks 

• SVAMP, MATH, … 

• Generally: No external knowledge, 
symbolic reason / rules memorized 

• Easier to evaluate: Final number

→

Training Verifiers to Solve Math Word Problems, Cobbe etal 2021

Janet’s ducks lay 16 eggs per day. She 
eats three for breakfast every morning 
and bakes muffins for her friends every 
day with four. She sells the remainder at 
the farmers' market daily for $2 per fresh 
duck egg. How much in dollars does she 
make every day at the farmers' market?



Language Understanding

• Input: 

• Question/Prompt 

• Output: 

• Answer 

• No external knowledge, tests language 
skills

Question  Answer→



Example: WinoGrande

Language Understanding

• Question  Answer 

• Dozens of similar benchmarks 

• WinoGrad, HellaSwag, LAMBDA 

• Generally: No external knowledge, 
symbolic reason / rules memorized 

• Easier to evaluate: Final number

→

WinoGrande: An Adversarial Winograd Schema Challenge at Scale, Sakaguchi etal 2019

• Generally: No external knowledge, tests 
grammar and language understanding 

• Easier to evaluate: multiple choice



Multi-Task QA

• BigBench: A collection of 204 tasks 
probing LLMs in diverse ways. 

• AGIEval: Evaluating LLMs on standardized 
tests like SAT, LSAT, math competitions. 

• Mosaic Eval Gauntlet: 35 different 
benchmarks on reading comprehension, 
common sense reasoning, world 
knowledge, symbolic problem solving, 
language understanding, long context 
gauntlet

Beyond the Imitation Game: Quantifying and extrapolating the capabilities of language models, Srivastava etal 2022 
AGIEval: A Human-Centric Benchmark for Evaluating Foundation Models, Zhong etal 2023 
https://www.databricks.com/blog/calibrating-mosaic-evaluation-gauntlet

https://www.databricks.com/blog/calibrating-mosaic-evaluation-gauntlet


Chatbot Arena

• Human judgement 

• Elo score



Programming

• Prompt LLM to produce (Python) code 

• HumanEval

Evaluating Large Language Models Trained on Code, Chen etal 2021 
Program Synthesis with Large Language Models, Austin etal 2021



Programming

• Prompt LLM to produce (Python) code 

• HumanEval 

• MBPP 

•

Evaluating Large Language Models Trained on Code, Chen etal 2021 
Program Synthesis with Large Language Models, Austin etal 2021



Programming

• Prompt LLM to produce (Python) code 

• HumanEval 

• MBPP 

• MathQA-Python

Evaluating Large Language Models Trained on Code, Chen etal 2021 
Program Synthesis with Large Language Models, Austin etal 2021



Safety

Social biases 

• Gender, race, age, religion, etc. 
Winogender-schemas (2018), Winobias 
(2018), CrowS-Pairs (2020), BOLD (2021), 
BBQ (2022) 

Toxic text classification / generation 

• RealToxicityPrompts (2020), ToxiGen 
(2022) 

Truthfulness: TruthfulQA (2021)

https://github.com/rudinger/winogender-schemas
https://uclanlp.github.io/corefBias/overview
https://arxiv.org/abs/2010.00133
https://dl.acm.org/doi/10.1145/3442188.3445924
https://aclanthology.org/2022.findings-acl.165.pdf
https://www.semanticscholar.org/paper/RealToxicityPrompts:-Evaluating-Neural-Toxic-in-Gehman-Gururangan/399e7d8129c60818ee208f236c8dda17e876d21f#paper-qa
https://arxiv.org/abs/2203.09509
https://huggingface.co/datasets/truthful_qa


Open Problem: Fair Benchmarking

• Datasets are on the internet 

• LLMs train on entire internet 

• LLMs train on datasets 

• Performance on datasets is quite important to business interests 

• Shaping / creation of proxy data 

• Fair evaluation likely no longer possible
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